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Abstract—Neural networks are an emerging data-driven pro-
gramming paradigm widely used in many areas. Unlike tradi-
tional software systems consisting of decomposable modules, a
neural network is usually delivered as a monolithic package,
raising challenges for some maintenance tasks such as model
restructure and re-adaption. In this work, we propose DeepArc,
a novel modularization method for neural networks, to reduce the
cost of model maintenance tasks. Specifically, DeepArc decom-
poses a neural network into several consecutive modules, each
of which encapsulates consecutive layers with similar semantics.
The network modularization facilitates practical tasks such as
refactoring the model to preserve existing features (e.g., model
compression) and enhancing the model with new features (e.g.,
fitting new samples). The modularization and encapsulation allow
us to restructure or retrain the model by only pruning and tuning
a few localized neurons and layers. Our experiments show that (1)
DeepArc can boost the runtime efficiency of the state-of-the-art
model compression techniques by 14.8%; (2) compared to the
traditional model retraining, DeepArc only needs to train less
than 20% of the neurons on average to fit adversarial samples
and repair under-performing models, leading to 32.85% faster
training performance while achieving similar model prediction
performance.

Index Terms—architecture, modularization, neural networks

I. INTRODUCTION

Deep neural network (DNN) models have attracted in-
creasing attention in both industry and academia, widely
incorporated in many modern software systems [1]–[6]. As a
new programming paradigm, neural network models are pro-
grammed with predefined structures of mathematical functions
[7], [8], whose parameters are learned automatically to fit a
given training dataset. While a network model can be learned
to function well, its hundreds of thousands of stacked “tiny
functions” make it hard to interpret how the decisions are
made, which in turn makes model maintenance challenging.

In practice, a trained DNN model needs to evolve with
new requirements. Analogous to code logic modification and
redundant code refactoring in traditional software, program-
mers and data scientists need to adapt the model regarding
the new samples, or prune the model while preserving its
behaviors (e.g., adapting a functional model into mobiles
or IoT devices). However, existing practice usually requires
retraining the model with the new and existing training dataset
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[9], which induces large maintenance costs. Note that classical
neural networks usually consist of millions of weights (Resnet-
50 [10] has about 25.6 million weights, VGGNet19 [11] has
143 million weights, and the emerging GPT-3 [12] even has
175 billion weights), which makes the current practice to
maintain the models computationally expensive.

For the maintenance of DNN models, there are emerging
works in SE community to decompose a model for improving
its reusability. Pan et al. proposed to decompose a multi-
classification model into a set of binary classification models
for fully connected networks [13] and convolutional networks
[14]. Technically, given a network model G and predication
class set C, their solution extracts a subgraph G′ ∈ G as a
binary classifier to preserve the behavior of G on C ′ (C ′ ⊂ C).
However, this technique can provide limited support if we need
to restructure the model G while preserving its behaviors or
improve G’s performance with minimum modifications.

In this work, we aim for a model modularization solution fo-
cusing on the encapsulation nature. Specifically, we investigate
whether we can change only a few modularized neurons and
layers in the model maintenance tasks. We propose to extract
the semantic architecture of a neural network by encapsulating
consecutive model layers as a semantic module. In a semantic
module, (1) all layers extract features with similar expres-
siveness/separability for training/testing samples, and (2) some
layers can be removed and duplicated without changing much
model behavior (e.g., model prediction and robustness).

Those properties can facilitate applications such as model
compression and model enhancement. The network modular-
ization provides the following maintenance benefits:
• Decomposition Overview: By encapsulating similar layers,

we can have an abstract view on how many actual transfor-
mation functions a network model can be decomposed. Each
actual transformation (i.e., semantic module) is essentially
a modularized feature-extraction subfunction.

• Modularized Restructure: Similar layers indicate potential
redundant layers, which provides us the flexibility to remove
and add some layers in a module without changing much
model behavior.

• Modularized Re-adaption: Each semantic module can rep-
resent a unique feature-extraction function, which allows us
to localize and retrain a certain critical module (instead of
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Fig. 1: Overview of DeepArc Framework

the whole model) to either adapt to new samples or improve
the performance on some mispredicted samples.

In this light, we propose, DeepArc, a modularization tech-
nique to extract the semantic architecture of a neural net-
work, by encapsulating layers with similar semantics. Based
on the modularized results, DeepArc can facilitate pruning
model layers for model compression and localizing critical
modules for model repair. Our extensive experiments show
that DeepArc can boost the runtime efficiency of the state-of-
the-art model compression techniques by 14.8%. Moreover,
compared to the traditional model retraining, DeepArc only
needs to fine-tune less than 20% of the neurons in the model
to fit adversarial samples and repair under-performing models,
leading to 32.85% faster training performance while achieving
similar model prediction performance.

To summarize, we make the following contributions:
• We propose to extract semantic architecture to facilitate

model maintenance tasks:
– Model restructuring task: We improve the model com-

pression efficiency by pruning the localized intra-module
layers.

– Model re-adaption task: We improve the model training
efficiency by retraining the localized modules instead of
the whole neural network.

• We publish our DeepArc framework, implemented for sup-
porting the state-of-the-art deep models including both fully
connected and convolutional layers.

• Our extensive experiments confirm the usefulness of se-
mantic architecture on various model restructuring and re-
adaption tasks.

II. DEEPARC FRAMEWORK

Figure 1 shows an overview of our DeepArc framework.
Given a DNN model, DeepArc first extracts several modules to
form a semantic architecture, each of which includes semanti-
cally similar model layers. Based on the semantic architecture,
we can support (1) model restructure to modify the network
while preserving its behaviors, and (2) model re-adaption to
fix mis-prediction or fit a model on new samples. Moreover,
the restructured or improved DNN can be further modularized
to support new model restructuring or re-adaption tasks.

(a) Embedding
Landscape 1

(b) Embedding
Landscape 2

(c) Embedding
Landscape 3

Fig. 2: Example of Embedding Landscape: For the sake of
illustration, we use two-dimensional space in the examples.

A. Semantic Architecture

Typically, a neural network can be decomposed into a se-
quence of network layers, i.e., fn(·) = ln(ln−1(...l1(·)))(n >
1), where each subfunction fi(·)(i > 1) takes the output
of its former subfunction fi−1(·) as input. We denote each
layer as li(·) : Rni−1 → Rni where ni and ni−1 are the
number of neurons in li and li−1 respectively. Given an input
x ∈ Rin and a network fn(·) with n layers, fn(·) can
generate n − 1 representations each of which is the output
of fi(·) = li(li−1(· · · l1(·)))(2 ≤ i ≤ n).

a) Layer Similarity: Given a dataset D = {x1, · · ·xm},
we denote xj ∈ D as an input and fi(xj) as the output
representation of xj on layer li. With a similarity measurement
on li, denoted as simli(·, ·), we call the matrix Mli as the
similarity matrix of li where Mli [p, q] = simli(xp, xq), p and
q are the indexes of a pair of samples xp and xq . Therefore, the
matrix at each layer has the same shape as [m,m] and contains
the similarity of all pairs of samples. Intuitively, Mli indicates
the embedding landscape of dataset on the ith layer. Figure 2
demonstrates the embedding landscape of 16 data samples.
Figure 2a and Figure 2b share similar landscape as the samples
are in similar spatial distribution. Specifically, the data points
share similar neighbours in the embedding space. In contrast,
Figure 2a and Figure 2c share different landscape. A similar
embedding landscape indicates that the model extracts similar
semantics from the input samples. Typically, we implement
simli(·, ·) as

simli(xp, xq) = fi(xp) · fi(xq) (1)

Further, given a dataset D and two layers li and lj , we
can define a layer similarity measurement simlayer(·, ·) :
(Mli ,Mlj ) → R1 with a range of [0, 1], to measure the
similarity of the output representations of two layers. Fol-
lowing centered kernel alignment metrics [15], we implement
simlayer(·, ·) as:

simlayer(Mli ,Mlj ) =
Mli ·Mlj

||Mli || · ||Mlj ||
(2)

b) Module Similarity: Given a module pk consisting
of m = |pk| consecutive layers starting at lk1

, i.e., p =
{lk1 , lk2 , ..., lkm} where ki(1 ⩽ i ⩽ m) denotes the index
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Fig. 3: An example of a modularized DNN for classification
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Fig. 4: Layers within the same modules share similar expres-
siveness: The x-axis represents layers, and y-axis represents
the classification accuracy of a linear classifier trained on
output representation of layers.

of the i-th layer in module pk, we define the intra-module
similarity measurement of p as:

simmodule(pk) =

∑|pk|−1
i=1 simlayer(Mlki

,Mlki+1
)

|pk| − 1
(3)

If |pk| = 1, we define simmodule(pk) = 0. Intuitively, if
the output representations of li and li+1 are similar, the trans-
formation of fi+1(·) preserves the similar output (embedding)
semantics as fi(·). Moreover, we call a module pk as single-
layer module if |pk| = 1; and call pk as multiple-layer module
if |pk| > 1.

Given a network model fn(·) and a similarity threshold ths,
the semantic architecture of fn(·) is a partition P∗ = {p1, p2,
..., pM} (M is the number of modules) on a sequence of
consecutive model layers so that

max
P

M∑
k=1

simmodule(pk)−
∑

li∈pk1
,lj∈pk2

,
∀pk1

∈P,pk2
∈P

simlayer(Mli ,Mlj )

s.t. ∀pk(|pk| > 1), simmodule(pk) > ths

(4)

In Equation 4, the objective function requires that the overall
layer similarity of each module in the partition is maximized
while the layer similarity between different modules should be
minimized. In addition, the condition requires that the overall
layer similarity of each module in the partition should be larger
than the predefined threshold ths.
Example. Next, we use a RestNet-110 [10] model trained
on CIFAR-10 [24] dataset to illustrate the modularization. The
trained network has 54 blocks, which can be decomposed
into 26 modules including multiple-layer and single-layer
modules. Three largest multiple-layer modules are highlighted
in Figure 3. Module A corresponds to 5-9th blocks, Module B

Fig. 5: Demonstration of the neighboring closeness of the layer
similarity in neural network layers in ResNet-110.

Algorithm 1: Semantic Architecture Extraction
Input: sim, a layer-similarity matrix with shape (n, n)

(sim[i, j] indicates the similarity between two layers)
Input: ths, a modular similarity threshold
Output: Slayer , a layer partition

1 module = ∅
2 for layer=1; layer≤n; layer++ do
3 if module == ∅ then
4 module = module ∪ {layer}
5 else
6 module′ = module ∪ {layer}
7 if sim(module′) < ths then
8 Slayer = Slayer ∪ {module}
9 module = {layer}

10 else
11 module = module ∪ {layer}

12 Slayer = Slayer ∪ {module}
13 return Slayer

corresponds to 22-35th blocks, Module C corresponds to 38-
49nd blocks in ResNet-110. Specifically, Figure 3 shows an
optimal partition P∗ = {· · · , [5−9], · · · , [22−35], · · · , [38−
49], · · · , [53− 54]}.

Given a dataset D and a layer li, we say that D is k% linear
separable on li if we can achieve a prediction accuracy of k%
through training a logistic regression classifier to fit the output
representation of D on li. The linear separability of layer li
indicates how expressive the ith layer can be used to fit the
dataset. Figure 4 demonstrates how the layers within a module
are similar in expressing samples. Overall, the layers within a
same module share similar expressiveness.
Layer Modularization. Equation 4 indicates the modular-
ization (i.e., the search for an optimal partition) is an NP-
complete problem, the global optimization is computationally
expensive. We design our efficient modularization algorithm
based on the observation of a phenomenon of neighboring
closeness in neural network layers. Specifically, given layer i,
i + k1, and i + k2 where k2 > k1 > 0, it is more likely that
simlayer(li, li+k1

) > simlayer(li, li+k2
). Intuitively, closer

layers go through less transformation, which are more likely
to be similar. Figure 5 shows a visualized layer matrix where
each row or column represents a layer and a matrix entry
represents the similarity between two layers. The darker the



SOTA Model 
Compression 

Intra-module 
Reduction

Semantic Architecture 
Extraction

Architecture-based Preprocessinginput 
model

reduced 
model

dataset

compressed 
model

A B C
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color, the smaller the similarity; the brighter the color, the
larger the similarity.

Given that there is a high correlation between layer proxim-
ity and layer similarity, we design a progressive semantic ar-
chitecture algorithm as a sub-optimal solution to Algorithm 1,
which takes as input a layer-similarity matrix sim (as in
Figure 5) and a modular similarity threshold (ths), and gener-
ates a layer partition as the semantic architecture Slayer. We
represent one network layer with its layer index, one network
module as a set of layer indexes, and the semantic architecture
as a set of modules. In Algorithm 1, we progressively merge
the layers in sequential order (line 2). Specifically, we add a
layer into a module if (1) the module is empty (line 3) or
(2) the inner-module similarity of the to-be-merged module is
above the threshold ths. If a layer cannot be merged into the
current module (line 7), we add the module into the semantic
architecture, and create a new module for further analysis
(lines 8-9). Overall, the complexity of Algorithm 1 is O(n)
where n is the model layer size.

B. Model Restructure

Given that the layers within a module share similar feature
extraction, their “redundancy” can be used to reduce the
model size. Some layers inside a module can be removed
without modifying much of the model structure, while largely
preserving the model behaviors such as prediction accuracy.
Figure 6 shows our architecture-based model compression
acceleration technique. Our architecture-based compression
acceleration techique firstly obtains the reduced depth network
B by removing the redundant network layers from network
A, and then performs the standard compression technique to
obtain network C. Larger granularity of pruning will lead to
effective speedup. Overall, the extracted architecture serves as
an informative guidance to prune redundant layers to have a
pre-processed model. Then, the follow-up model compression
techniques such as [16]–[20] can be applied to further fine-
grained compression of the pre-processed model to drop the
neurons/channels.
Layer Reduction. Given a module pk = {lk1

, lk2
, ..., lkn

},
for each layer lki

, we denote its input shape as Sin(lki
)

and its output shape as Sout(lki
). Also, we denote the layer

after the module is lnext. We reduce the module by keep-
ing the first layer which acts as the interface layer, and
removing the rest layers which represent redundant trans-
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Fig. 7: An architecture-based model re-adaption approach
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Fig. 8: Rationale of model re-adaption: (1) detecting a module
where the representation of to-be-fixed samples deviates from
that of normal samples (i.e., reference), and (2) training the
localized module regarding the reference.

formation information within the module. In the ideal case,
Sout(lki

) = Sin(lnext)(1 ≤ i ≤ n), which means that we just
need to “sew” the model by feeding lnext with the output
of lki . The smaller the value of i, the more model layers
to remove. This lead to a static preprocessing way to prune
the model, largely preserving the model behaviors. However,
when Sout(lki

) ̸= Sin(lnext)(1 ≤ i ≤ n), we need to
introduce a “placeholder” layer to sew lki and lnext, i.e., we
have a sewing layer lsew where Sin(lsew) = Soutput(lki) and
Sout(lsew) = Sin(lnext). In this work, we locally train lsew
with the output representations of lki

and lkn
as the input

and output respectively. Specifically, we define loss function
of lsew by:

loss(pk, lsew) = ||lsew(lki
(·)), lkn

(· · · lki
(·))||2

From the perspective of software engineering, this sewing
layer serves as a new interface between two modules.

C. Model Re-adaption

The model re-adaption includes enhancement and repair.
• Model enhancement: The model m is trained well on its

original dataset D, while there is a requirement that m needs
to perform well on new samples (e.g., adversarial samples).

• Model repair: The model m cannot perform well on a part
of its original dataset. Thus, we need to retrain m on this
part of dataset to achieve better performance.
Figure 7 shows an overview of our architecture-based model

re-adaption technique, for both model enhancement and repair.
The input of our technique is a model, the original training
dataset, and a set of samples to be enhanced and repaired.



After achieving the semantic architecture, we apply a module-
wise root-cause analysis technique to locate the most critical
modules. Finally, we isolate the critical modules and apply
traditional retraining process on them.
Rationale. The transformation between two module serves as
the module interface. Suppose a module outputs a deviated
representation from the “normal” representation, the deviation
can cause all the follow-up modules to output unexpected
representations, leading the model to make an unexpected
prediction. Therefore, our approach aims to locate the most
significant module where the representations of some samples
are most deviated and fix it back to a normal representation.

Figure 8 shows an example where a normal input and its
derived adversarial sample are fed into a modularized model.
Taking the normal representation as a reference, we can retrain
a single module (instead of the whole network) to correct
the prediction. Therefore, the training can be applied in an
encapsulated module instead of the whole network. Next, we
introduce how to localize critical modules.

1) Critical Module Location: We locate the critical module
by measuring the deviation of the new samples from the
original dataset. Given a model m and its semantic architecture
P∗ = {p1, p2, ..., pn}, we know that m can be decomposed
into n transformations. For each transformation (or module),
we denote it as Mi : R

u → Rv , where Ru is the input space
of the module and Rv is the output space. Given an input
x, any module Mi can have its input space representation,
denoted as xMI

i
and output space representation, denoted as

xMO
i

. In other words, Mi(xMI
i
) = xMO

i
.

We assume that we have a dataset D where m can perform
well and D′ where m cannot perform well. For any module,
taking its output space representation of D as a reference, we
can evaluate the deviation of the representations of D′ from
that of D. Our goal is to find a module where such deviation is
significant, as the critical module for a re-adaption task. From
the other perspective, we also identify the most non-robust
features (or transformation) for its significant deviation.
Deviation Measurement. Let the dataset to be en-
hanced/repaired as D′, We use Dev(D′) as the deviation
measurement for D′. Given an input x ∈ D′, we denote its
deviation measurement as Dev(x). We design different devi-
ation measurements regarding explicit reference and implicit
reference as follows.

• Explicit Reference: Given an dataset D′, for each x ∈ D′,
if we can infer its exact ground truth output representation
(denoted as xMO

i
) in any modules, we call D′

MO
i

as the
explicit reference of D′. For example, assuming that we
know some adversarial inputs D′ are derived from a normal
dataset D, we can take the explicit reference DMO

i
as D′

MO
i

(see Figure 8). Specifically, we use simlayer(·, ·) distance
between DMO

i
and D′

MO
i

as Dev(D′).
• Implicit Reference: In contrast, if we need to estimate the

ground truth output representation in any modules, we call
the estimated ground truth as the explicit reference of x.
Intuitively, we estimate how likely x is to fall into the dis-

tribution of a subset of well-predicted dataset Ds ∈ D. For
example, in a classification task, we estimate the probability
that x can fall into the distribution of the sample set DC ⊂ D
where (1) the label of each s ∈ DC is C, and (2) the model
m can perform well on DC . Specifically, we estimate a
multi-variable Gaussian probability distribution function P
for DC , then calculate the probability of x being in the
distribution of DC by P(x). As a result, we use P(x) as
Dev(x) and

∑
x∈D′ Dev(x)

|D′| as Dev(D′).

2) Modularized Training: Given a critical module M, we
retrain the model by only fine-tuning the weights in M. Given
the original dataset D, the to-be-adapted dataset D′, and the
to-be-adapted model m, we train m with the following loss
function:

L(D,D′,model) = α · L(D∪D′,model)+ β ·Dev(D′) (5)

In Equation 5, the first item L(D ∪ D′,model) is the
original loss function to train a model. Note that the deviation
measurements for explicit and implicit reference are differen-
tiable. Intuitively, the deviation measurement can be regarded
as an additional constraint (or soft invariant) forced by the
“module interface”. In addition, α and β are two user-defined
hyperparameters.

III. EVALUATION

We evaluate DeepArc with the following research questions:

• RQ1 (Modularization Prevalence): To what extent can a
neural network be modularized? Under what circumstances
can and cannot the modularization disappear?

• RQ2 (Modularization Semantics): What semantics can the
layers in the same module share?

• RQ3 (Model Restructure): Can our architecture based
model restructure technique effectively boost the state-of-
the-art model compression tasks?

• RQ4 (Model Re-adaption): How effective is our architec-
ture based model re-adaption technique that can improve the
model retraining tasks?

RQ1 and RQ2 evaluate the effectiveness of our modulariza-
tion method and the properties of the module itself. RQ3 and
RQ4 evaluate the usefulness on two application tasks.

A. Dataset Setup

1) Model Architectures and Datasets: We choose the clas-
sical ResNet-110 [10], Wide-ResNet-38 [21], and VGGNet-19
[11] as the subject model architectures. In addition, we train
the models on MNIST [22], FMNIST [23], and CIFAR-10 [24]
datasets until the model performance converges. Moreover, we
train each configuration (i.e., architecture-dataset combination)
10 times. We choose ths = 0.99 (in Algorithm 1) to gener-
ate their semantic architectures. More detailed configurations
(e.g., hyperparameters such as learning rate and decay ratio to
train the models) can be referred to in [25].
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Fig. 9: Univariate linear regression analysis: The x-axis re-
spectively represents the value of three variables and y-axis
represents the modularity metric. For the five values of each
univariate, there are 25 combinations of the other two variables
and repeated 10 times, we can get 250 (5*5*10) values
respectively, and then take the average. Horizontal red line
reflect the high modularity threshold.

B. Modularization Prevalence Experiment (RQ1)

1) Experiment Setup: To answer the RQ1, we design an
experiment to observe the semantic architecture of a deep
classifier by controlling three variables, i.e.,

• Model Size (MS): The model architecture with different
numbers of parameters. We take ResNet architecture [10]
as the subject model because we can flexibly prune its size.

• Dataset Size (DS): The datasets with different sizes. We
take CIFAR-10 as the subject dataset and take 20%, 40%,
60%, 80%, 100% of the total samples in the experiment.

• Task Scale (TS): Given an N -classification task, we choose
five subsets of the task to control the classification task into
0.2N, 0.4N, 0.6N, 0.8N and N -classification.

The number of layers and parameters of the ResNet model
includes five configurations of <14,0.176M>, <44,0.663M>,
<86,1.34M>, <110,1.73M>, <152,2.42M>, each of which
is trained 10 times on 5 dataset sizes and 5 task scales of
CIFAR-10, with a total of 1250 (5*5*5*10) models.
Modularity Metrics. We define the modularity metrics
Ymodular =

N∗
layer

Nlayer
, indicating how modularized a model ar-

chitecture is, and conduct a correlation analysis with Ymodular

as the dependent variable. In the metrics, N∗
layer is the

number of layers in multi-layer modules and Nlayer is the
total number of layers. The fact that Ymodular = 0 means
that the model has only single-layer modules, while the fact
that Ymodular = 1 means all modules are multiple-layer.
We define the high modularity threshold to be 1/4, which
means that if over 1/4 of layers can be encapsulated, we
think it can be effectively modularized. We further record
the location of multi-modules to study the potential pattern of
module distribution. Besides, to show the impact of the choice
of threshold, we run our experiment with thresholds th =
0.9, 0.91, 0.92, 0.93, 0.94, 0.95, 0.96, 0.97, 0.98, 0.99 (see al-
gorithm 1).

2) Results: Figure 9 shows the correlation analysis results
of MS, DS, TS and Ymodular. The regression slope with the
model size as the variable is positive and largest, while ones

Fig. 10: Module distribution: The x-axis represents the location
of modules in the models and the y-axis represents the module
size (the number of layers in a module). Vertical red and
blue lines reflect boundaries between ResNet stages, where
the feature dimension changes.

Fig. 11: The x-axis represents the threshold of modular algo-
rithm and y-axis represents the degree of modularity.

with the dataset and task are negative and relatively small. This
shows that when the model size changes, it has the greatest
impact on the modularity degree. Each independent variable
has a certain correlation with the degree of modularity, in
which DS and TS are negatively correlated with Ymodular,
but MS positively. Considering all the variables together, a
multivariate retrospective analysis yields a regression equation:
Ymodular = 0.78 ∗MS − 0.10 ∗DS − 0.16 ∗ TS + 0.31 (6)

This equation intuitively shows that Ymodular has the highest
sensitivity to model size, and relatively low sensitivity to
dataset and task size, despite they all have a strong correlation.
Besides, for popular configurations such as ResNet86 and
ResNet110 on CIFAR-10, the high modularity threshold is
exceeded, i.e. above the red line in the figure. In summary, the
network modularity is usually present and particularly evident
with a large model, simple task, and tiny data. In other words,
the more redundant information the model has, the greater
the degree of modularity. Typically, popular configurations can
achieve effective modularity.

As shown in Figure 10, the multiple-layer modules are
mainly found in the later layers of the model, because the fea-
tures extracted later are more refined, and prone to redundant
information due to slow feature transformation. Also, there
are almost all single-layer modules on the boundary, where
the feature dimension changes, usually acting as an interface



layer.
Besides, Figure 11 shows how the degree of modularity

varies with the threshold ths of algorithm 1. The threshold is a
custom tradeoff, which needed to be set larger when we require
a high level of information redundancy within the module, and
vice versa. The threshold refers to the similarity of adjacent
layers, and this similarity will become smaller as the layers are
stacked. Therefore, we choose a threshold of 0.99 to guarantee
a high degree of semantic similarity within modules.

Answer to RQ1: Usually, there is a modular phenomenon
in the layers of the model. Model, dataset and task size
will affect modularity and have a certain linear corre-
lation. The modularization will almost disappear with a
small model, complex task and huge dataset, that is, each
layer is a module representing different semantics.

C. Modularization Semantics Experiment(RQ2)

To answer RQ2, we evaluate the semantic properties of the
module in the following two parts:
• RQ2.1 (Dynamic Semantic): How much can the model

behaviors change if we remove and replicate the layers in
multiple-layer modules?

• RQ2.2 (Static Semantic): How much the prediction can vary
if we use the intra/inter layers for the prediction?
1) Dynamic Semantics Design: We apply intra-module and

inter-module changes on the models. We evaluate how the
model prediction and robustness change when we remove
and duplicate layers in intra-module and inter-module layers.
Furthermore, in order to avoid introducing additional neurons
when modifying the network model, we only add/remove the
layers where the output dimension of their previous layer can
match the input dimension of their following layer.
Intra-module Change. Given a trained model m and its
derived semantic architecture P∗ = {p1, · · · , pk}, where each
pi represents a module consisting of consecutive layers in m,
we change m into its variant m′ by removing or adding layers
in multi-layer module pi as follows.

We denote the original model as m0, the model variant with
k intra-module layers removed as m−k, and that with k intra-
module layers added as m+k. Algorithm 2 shows the order
we use to add and remove layers in the modules. Specifically,
we sequentially parse the multi-layer modules in the semantic
architecture (lines 2-3). For each module, we process its layer
addition or removal from the last layer to its first layer (lines
4-7). Algorithm 2 provides a progressive way of adding and
removing the layers.
Inter-module Change. Given a derived semantic architecture
P∗ = {p1, ..., pk}, we can consider the layers in the single-
layer modules as module interfaces. We remove them to have
inter-model change. Their addition/removal order is the order
they appear in the model.
Semantic Preserving Evaluation. Given the original model
m0 and its variant model m+/−k, we evaluate how the
semantics has been changed regarding the changed model

Algorithm 2: Layer Addition/Removal Order
Input: P∗, a semantic architecture P∗ = {p1, p2, ..., pk}
Output: order(·) : index → order, mapping each layer

index to its order to be removed or added
1 o = 1
2 for i = 1; i <= k; i++ do
3 if pi is multi-layer module then
4 for j = 1; j < |pi|; j ++ do
5 layer = last j layer in pi
6 order(layer) → o
7 o = o+ 1

8 return order(·)

prediction and robustness. We evaluate the model robustness
change by how many adversarial samples for m0 can be
reused to compromise the model m+/−k. Specifically, given
an adversarial attack approach A, we generate N (N =1000
in the study) adversarial samples for m0. If M out of N
adversarial samples can still compromise m+/−k, then we say
that the model robustness change is 1− M

N . In this study, we
use FGSM [26], DeepFool [27], C&W [28], and PGD [29] as
adversarial attack approaches. Note that fine-tuning with few
data is required for VGG19, while the ResNet family does not.

2) Results of Dynamic Semantics: Figure 12 and Figure 13
show how the semantics are preserved for the model variants
under different model architectures (i.e., ResNet-38, ResNet-
110, and VGGNet-19). Given the space limit, we only show
diversified model architectures on the CIFAR-10 dataset. More
details and figures are available at [25]. Overall, the other two
datasets (and with more training trials) share similar effects.
Preserving Model Prediction. In Figure 12, the x-axis
shows the model variants caused by adding or removing k
intra-module layers according to Algorithm 2. For example,
“0” represents the original model, “-3” represents the model
variant by removing 3 layers, and “8” represents the model
variant by adding 8 layers. In the following, we denote a model
by adding k layers as k−model. We can see that, the model
prediction performance on both the training and testing dataset
is largely preserved even if a large number of intra-module
layers are removed. Besides, the same magnitude of variation
indicates that changes within the module will preserve the
model prediction ability, not causing overfitting or underfitting.
Preserving Robustness. Figure 13 shows the performance
of model variants on the adversarial samples compromising
the original model. Note that, the accuracy of 0-model is
the performance of the original model on those adversarial
samples. Except for FGSM, almost all the attacks make the
accuracy of the original model drop to almost 0. We can see
that the adversarial samples of different attack methods have
different semantic preserving effects. Overall, the adversarial
samples from PDG and FGSM can still compromise the model
variants regardless of the number of added/removed layers.
In contrast, there is a “jump” of prediction accuracy from 0-
model to 1-model and -1-model for the adversarial samples
from DeepFool and C&W (see the red and purple lines). Our



(a) ResNet110 (b) Wide-ResNet38 (c) VGGNet19

Fig. 12: Training and testing accuracy by removing and adding intra-module layers.

(a) ResNet110 (b) Wide-ResNet38 (c) VGGNet19

Fig. 13: The demonstration of how the adversarial samples for the original model can further compromise its model variants
by removing/adding intra-module layers.
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Fig. 14: Different adversarial samples, the distribution of
different adversarial samples is different, which makes some
samples fail to compromise the model variants.

investigation shows that, compared to the samples from PDG
and FGSM, that from DeepFool and C&W are more likely
to lie closer to the classification decision boundaries. The
average model confidence score (the difference between the
top-2 prediction before the softmax layer) on the adversarial
samples of DeepFool is 2.38; in contrast, FGSM is 9.4 and
PGD is 25, far larger than that of DeepFool. Figure 14 shows
an illustration. Each deep classifier has its high-dimensional
classification boundary (the solid curve in Figure 14), and its
mutant can be considered as a perturbation of the boundary
(the dashed curve in Figure 14). If some adversarial samples
lie close to the boundary, the boundary perturbation can lead to
the prediction change. Although the impact of deleting/adding
one layer is very small, the boundary samples are sensitive to
the layer change. Hence, DeepFool and C&W (with adversarial
samples generated on the boundary) have larger performance

changes while others have not.
Interface Importance. Figure 15 shows the change of testing
accuracy if we gradually remove inter-module layers, com-
pared to the removal of intra-module layers. For example, for
the ResNet-110 architecture (Figure 15a), the model accuracy
drops from 0.96 to 0.1, with the inter-module layer removal. In
contrast, the model accuracy is still preserved around 0.9. This
shows that the interface is responsible for transforming useful
information. If the interface is broken, the overall information
will be greatly affected.
Finding 1: The intra-module change can essentially preserve
the semantics, regarding both model prediction and model
robustness. However, the inter-module change can cause the
model semantics to change radically.

3) Static Semantics Design: We quantify the static seman-
tics of a layer l by how sufficient the output representation of
l can be used to classify a training dataset linearly. Given a
layer L, and a dataset D, we use DL to represent the set of
output representation of D on L. Specifically, we use a linear
classifier (i.e., we use one linear-layer neural network in this
work) to classify DL and achieve its classification accuracy,
denoted as Acclinear(L). Intuitively, we measure the linear
expressiveness of each layer to distinguish D.
Linear Expressiveness Evaluation. Given an architecture as
P∗ = {p1, p2, ..., pn}, we sample N intra-module layer pair
set Pintra = {(Li,Lj)| Li ∈ pk, Lj ∈ pk, pk ∈ P∗, and
i ̸= j}; and N inter-module layer pair set Pinter = {(Li,Lj)|
Li ∈ pk1

, Lj ∈ pk2
, pk1

, pk2
∈ P∗, k1 ̸= k2, and i ̸= j}.

For each p = (Li,Lj), we calculate the distance of linear ex-
pressiveness by disexp(p) = |Acclinear(Li)−Acclinear(Lj)|.
Then, given a model and its semantic architecture, we compare



(a) ResNet110 (b) Wide-ResNet38 (c) VGGNet19

Fig. 15: Testing accuracy by removing intra-module layers, compared to the testing accuracy by removing inter-module layers

TABLE I: The difference of linear expressiveness of inter-
module layers and intra-module layers

Dataset Wide-ResNet38 ResNet110 VGGNet19
P Intra P Inter P Intra P Inter P Intra P Inter

MNIST 0.044±0.001 0.217±0.006 0.026±0.001 0.161±0.003 0.063±0.001 0.252±0.008
FMNIST 0.017±0.002 0.123±0.008 0.015±0.000 0.104±0.002 0.056±0.002 0.130±0.009
CIFAR-10 0.077±0.001 0.246±0.002 0.012±0.001 0.220±0.000 0.002±0.000 0.201±0.009

the average and standard deviation of the difference in linear
expressiveness of Pintra and Pinter.

4) Results of Static Semantics: Table I shows that the
linear expressiveness of intra-module layers is much more
similar than that of inter-module layers. For the Wide-
ResNet38 trained on MNIST, the average difference of the
linear expressiveness of each intra-module layer is 0.044,
while the average difference of each inter-module layer is
0.217. This shows that the difference score of inter-module
linear expressiveness is nearly five times that of the dif-
ference score of intra-module linear expressiveness. On av-
erage, the difference score of intra-module linear expres-
siveness is 0.056, in contrast to that of inter-module lin-
ear expressiveness is 0.18. For the layers within the mod-
ules, the semantic transformations between them are more
redundant and bring little help to the classification task.
Finding 2: The intra-module representations of a semantic
architecture have similar linear separability. In contrast, the
inter-module representations have more obvious differences.

Answer to RQ2: We demonstrate the effectiveness of
modularization from three properties, prediction, robust-
ness, and linear expressiveness. These properties are
largely preserved inside the multi-layer modules. How-
ever, interface changes bring completely different results,
leading to a significant loss of semantics.

D. Compression Efficiency Experiment(RQ3)

1) Experiment Setup: To answer the RQ3, we select 4
state-of-the-art model compression techniques proposed in the
last two years (i.e., LAMP [30], Global [31], Uniform+ [32]
and ERK [33]) to see whether our DeepArc framework can
speed up the model compression efficiency. Following the
above four works, we use ResNet-101 trained on CIFAR-
10 as the target model. We conduct controlled experiments
according to whether our framework is used for pre-processing

TABLE II: The model compression performance with/without
the acceleration of DeepArc

Compression Method Compression Rate Number of
Iterations Average Model Accuracy

Lamp 13.01% 8 93.24%
Lamp+DeepArc 13.90%(+0.89%) 7(-1) 92.99%(-0.25%)
Glob 13.43% 9 93.77%
Glob+DeepArc 14.53%(+1.10%) 7(-2) 92.65%(-1.12%)
Unif 26.23% 5 91.81%
Unif+DeepArc 27.14%(+1.11%) 5(-0) 92.36%(+0.55%)
Erk 26.23% 5 87.29%
Erk+DeepArc 29.79(+3.56%) 4(-1) 89.11%(+1.82%)

before compression. Specifically, we collect the compression
rate, model accuracy and number of iterations under the
premise of guaranteeing similar prediction accuracy. The three
indicators are as follows, 1) compression rate: the proportion
of compressed parameters 2) number of iterations: the number
of iterations required to complete the compression 3) model
accuracy: the accuracy of the model on testset.

2) Results: Table II shows how DeepArc framework can
help to accelerate model compression efficiency. Given 4
compression techniques, we take our DeepArc framework as
pre-processing, and then give 8 compression results. As shown
in the table, Lamp and Glob benefit from our framework
by reducing the number of iterations required and increasing
the compression ratio while maintaining a minimal loss of
accuracy. The other two methods not only reduce the number
of iterations but improve the accuracy. On average, our frame-
work can reduce the number of iterations from 6.75 to 5.75 by
14.8%, while improving the accuracy and compression ratio a
little, to 0.25% and 1.7%, respectively.

Overall pruning the model in such a statical way incurs little
loss of accuracy, facilitating model compression.

Answer to RQ3: Based on the removal of redundant
information in semantic modules, DeepArc accelerates
model restructure efficiency significantly, while resulting
in models with comparable compression ratios and model
accuracy.

E. Model Re-adaption Experiment(RQ4)

1) Experiment Setup: To answer the RQ4, we design two
tasks to see whether DeepArc can improve the re-training
efficiency with little loss, compared to an entire training.



TABLE III: The model re-adaption performance with/without the acceleration of DeepArc

Re-adaption
Type

Training
Approach

Dropped
Accuracy

WideResNet38 ResNet110 VGGNet19
Trained
Model Size

Original
Accuracy

Retraining
Accuracy

Training
Time (s)

Trained
Model Size

Original
Accuracy

Retraining
Accuracy

Training
Time (s)

Trained
Model Size

Original
Accuracy

Retraining
Accuracy

Training
Time (s)

Model
Enhancement

Fully Training / 56.07M 0.0751 0.9980 294.63 1.73M 0.924 0.9804 95.82 20.03M 0.1505 0.9992 24.17
Modularized
Training / 7.38M 0.9974 158.21 0.13M 0.9595 64.75 9.44M 0.9986 18.29

Model Repair

Fully Training
10% 56.07M 0.8946 1.0000 762.01 1.73M 0.8992 1.0000 466.14 20.03M 0.8971 0.9805 139.50
30% 56.07M 0.6870 0.9787 659.02 1.73M 0.7016 0.9693 464.43 20.03M 0.6687 0.9677 137.47
50% 56.07M 0.4860 0.9999 710.53 1.73M 0.512 1.0000 471.12 20.03M 0.4850 0.9811 145.90

Modularized
Training

10% 7.82M 0.8940 0.9999 611.22 0.11M 0.8999 0.9999 312.07 1.77M 0.8974 0.9661 89.22
30% 7.43M 0.6873 0.9998 602.27 0.13M 0.7011 0.9992 309.16 4.49M 0.6685 0.9281 91.43
50% 5.54M 0.4864 0.9884 593.41 0.15M 0.5120 0.9764 305.55 4.72M 0.4850 0.9410 95.01

Model Enhancement Task. In this experiment, we use four
adversarial attacks, i.e., DeepFool [27], C&W [28], FGSM
[26], and PGD [29] to generate 1000 adversarial samples.
We compare the retraining accuracy and efficiency between
our modularized training approach and traditional approach.
Both aim to force the original model to perform well on those
adversarial samples.
Model Repair Task. In this experiment, given a trained model
m, we mutate m by progressively replacing its model weights
with random values until its training accuracy drops by about
10%, 30%, and 50%. For each mutation configuration (i.e., a
model architecture, a dataset, and a dropping accuracy rate),
we generate 3 model mutants. For each model mutant, we
compare DeepArc with traditional model retraining regarding
the retraining accuracy and efficiency.

2) Results: Table III shows how the modularized training
technique in DeepArc framework helps to accomplish the
model enhancement task (a.k.a., adversarial training task) and
the model repair tasks. Note that the models are trained on
CIFAR-10, more details are available at [25].
Model Enhancement Task. As shown in Table III, modular-
ized training of ResNet110 reduces trained model size from
1.73M to 0.13M, and decreases training time by about 32.4%
with 2.1% accuracy loss. Across all the models, modularized
training can reduce training time by 41.8% on average with
comparative accuracy. Overall, compared to fully training the
whole model, DeepArc allows us to achieve comparable model
enhancement performance by only training a small subset of
neural layers.
Model Repair Task. In the model repair task, DeepArc
achieves a similar performance boost as in model enhancement
task. We can also see that, even trained with a localized mod-
ular, DeepArc allows us to successfully achieve on average
0.976 training accuracy and reduce training time by 23.9%.

Answer to RQ4: In summary, (1) model re-adaption
tasks are not necessary to retrain the whole model, and
(2) localized/modularized training can boost the training
efficiency with little accuracy loss.

F. Threats to Validity

External Validity. Threats to external validity arise from
that our experiments is conducted on three model architectures
and three datasets. To mitigate the risk, we included three most
popular model architectures in the computer vision domain.

These models including fully connected layers, convolutional
layers, residual blocks, etc., are therefore already widely
representative for DNNs. In the future, we will conduct
more thorough studies to evaluate whether the effectiveness
of DeepArc can be generalized to more diversified model
architecture such as Transformer and BERT in NLP domains.

Internal Validity. Threats to internal validity may arise
from the randomness of model training. To mitigate this threat,
we prepared 10 seeds to retrain the models for the experiment.

IV. DISCUSSION

We have shown that the semantic architecture of DeepArc
is designed to inform (1) the number of actual transformation
operations in the network, (2) a hint to statically remove or
add model layers without radically changing model semantics,
and (3) modularized layers that can be compressed by model
restructure and attributed by model re-adaption tasks, just like
a function in the functional program that can be attributed by
bug-fixing and feature-enhancement tasks.

Nevertheless, the modularization in this work is still in
the grain of transformation operations. While it is useful for
tasks like refactoring and performance enhancement, it is not
sufficient for module reuse, in comparison with the software
modules in the traditional system. In practice, there are still
many problems to be solved in reuse tasks. For example,
The existing methods for reuse [13], [14] aim to extract sub-
networks, which change the model structure in a significant
way. In this work, the module interfaces of the semantic
architecture are mainly used for encapsulation and localized
retraining. In future work, we will explore how to extract
human-readable interfaces, so that we can facilitate module-
level model reuse.

V. RELATED WORK

A. Software Architecture Recovery

Researchers have investigated the software architecture re-
covery for decades. The solutions are generally based on
clustering, where the similarity measurement is defined based
on concerns, code hierarchy or information entropy, which
include Comprehension-Driven Clustering (ACDC) [34], Ar-
chitecture Recovery using Concerns (ARC) [35], Bunch [36],
scaLable InforMation BOttleneck (LIMBO) [37], Weighted
Combined Algorithm (WCA) [38], and Zone-Based Recov-
ery (ZBR) [39]. Based on the recovered code architecture,
programmers and architects can have a broader overview and



deeper insight into the software system. For example, Wong
et al. use a design structure matrix (i.e., DSM) [40] to extract
the architecture and suggest potential design violations.

Unlike traditional software systems, the deep learning net-
work is simpler in architecture (i.e., a sequence of transforma-
tion operations) while much harder to interpret. Our DeepArc
framework takes the first step towards the modularity of the
network layers. Moreover, the usefulness of our recovered
modularity is not limited to comprehension, it can also fa-
cilitate model restructuring and model re-adaption tasks.

B. Modularity of Neural Network

The research on the modularity of the neural network
model remains relatively under-explored. Although there are
many DNN-related works that introduces the concept of
modules [41]–[46] in the AI community, these mainly focus
on formulating some specific functional DNN components
for better interpretability in some specific domains. There
are emerging works in the SE community to decompose a
neural network for improving the model reusability. Pan et al.
propose to decompose a multi-classification model into a set
of binary classification models for fully connected networks
[13] and convolutional networks [14]. These works extract
the same number of multiple sub-networks as categories,
by removing and modifying nodes and edges in the neural
network. However, these binary classifiers are not conducive
to acceleration of training and inference due to the discrete
nature of the sub-networks, which is especially costly for
tasks with a particularly large number of categories. Besides,
these techniques can provide limited support if we need
to restructure the model while preserving its behaviors or
improving performance with the minimum modifications. Our
modular approach operates directly on model layers, scaling
the depth of the network without affecting the acceleration.
Yet, the approach is designed to tune the network itself rather
than extract new networks, and hence it can help with the
maintenance of the model itself.

VI. CONCLUSION AND FUTURE WORK

In this work, we started a first attempt to encapsulate a
monolithic DNN into several consecutive modules and inves-
tigate whether it can be beneficial. We propose the framework
DeepArc which allows us to extract the semantic architecture
of a DNN, facilitating applications such as model restructure
and enhancement tasks. We show that the architecture has
some properties, largely preserving the fitting, robustness and
linear separability. Besides, the tasks like model compression,
enhancement, and repair can largely benefit from the modu-
larity of network layers. In the future, we will further explore
whether DeepArc framework can help modular reuse.
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