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Recently, the rise of code-centric Large Language Models (LLMs) has reshaped the software engineering world

with low-barrier tools like Copilot that can easily generate code. However, there is no correctness guarantee for

the code generated by LLMs, which suffer from the hallucination problem, and their output is fraught with risks.

Besides, the end-to-end process from specification to code through LLMs is a non-transparent and uncontrolled

black box. This opacity makes it difficult for users to understand and trust the generated code. Addressing these

challenges is both necessary and critical. In contrast, program refinement transforms high-level specification

statements into executable code while preserving correctness. Traditional tools for program refinement are

primarily designed for formal methods experts and lack automation and extensibility. We apply program

refinement to guide LLM and validate the LLM-generated code while transforming refinement into a more

accessible and flexible framework. To initiate this vision, we propose Refine4LLM, an approach that aims to:

(1) Formally refine the specifications, (2) Automatically prompt and guide the LLM using refinement calculus,

(3) Interact with the LLM to generate the code, (4) Verify that the generated code satisfies the constraints, thus

guaranteeing its correctness, (5) Learn and build more advanced refinement laws to extend the refinement

calculus. We evaluated Refine4LLM against the state-of-the-art baselines on program refinement and LLMs

benchmarks. The experiment results show that Refine4LLM can efficiently generate more robust code and

reduce the time for refinement and verification.
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1 Introduction
Challenges in LLM-based code generation. Large language models (LLMs) have recently advanced

rapidly in mathematics, reasoning, and programming [52, 70]. Industrial products like GPT-4 [47]

and Copilot [33] greatly assist programmers in coding-related tasks and have performed above the

50th percentile in programming competitions [48]. However, one of the critical challenges they

face is the problem of hallucination, where the models generate plausible but factually incorrect

information. Moreover, some user studies [27, 61] show that programmers find it hard to trust and

debug the LLM-generated code as the generation procedure is opaque and out of control. Even

worse, researchers found that over half of ChatGPT’s answers to programming-related questions

contain incorrect information [38], and more recently, there is mathematical proof that LLM’s

hallucination is inevitable [64]. We take the classic refinement example - square root algorithm

shown in Figure 1. We show the code snippets generated by the latest LLMs OpenAI o1-preview [46],

GPT-4 [47] and GitHub Copilot [33] with the prompt:

Find the square root of N within the error bound e.

The LLMs can generate almost correct code. However, these programs still contain some bugs.

Both LLM-based GitHub Copilot and OpenAI GPT-4 generated code fall into infinite loops, while

the OpenAI o1-preview model provides incorrect answers in some cases. In detail, the program

generated by Copilot is wrong when the input𝑛 < 1. Mathematically, the choice of the variable high
as the upper bound of the square root of N should be larger than𝑁 + 1

4
because∀𝑁 > 0, (𝑁 + 1

4
)2 ≥ 𝑁 .

The GPT-4 generated code fails in some cases, like sqrt(5), because the variable x goes to a fixed

point but does not terminate the loop due to float precision error. The code from the OpenAI

o1-preview model sometimes gives incorrect answers when N is smaller than (𝑒/4)2 because x is

initialized to a negative number.

Therefore, reliable LLMs for program generation remain an unresolved challenge. Current

strategies primarily focus on guiding LLMs during input and verifying their outputs. Guiding

LLMs involves prompting them with relevant information about the task to steer them toward

more straightforward solutions within the LLM’s capability. Recent works often employ informal

heuristics, such as the chain-of-thought approach, to direct the reasoning processes of LLMs [63]. On

the other hand, thoroughly verifying the deep learning models as a white box is still limited to small

quantized neural networks, far away from LLMs [36]. The latest LLM verification methods rely on

multiple LLMs to assess outputs throughmajority voting or consensus in natural language [1, 43, 68].

However, existing work [64] mathematically proves that it is impossible to eliminate hallucination

by simply changing the prompts. They also show that an ensemble of multiple LLMs is essentially

a single LLM and cannot eliminate the hallucination. In contrast, our Refine4LLM integrates the

LLM and the symbolic AI systems CoqHammer[21] to guide LLMs with constraints and verify the

generated code through program refinement and verification. Our approach mimics how humans

use tools like calculators and code interpreters to solve complex problems that go beyond their

immediate capabilities. Intuitively, we regard the LLMs as “constraint solvers”, whose powerful

extensibility and rich background knowledge shed light on the potential of automation for program

refinement. Our program refinement can “assert” constraints that help debugging and “verify”

constraints to establish the correctness of the generated code. This methodology represents a

significant advancement in applying LLMs to program generation, moving beyond error reduction

to achieving reliable and verifiable code.

Challenges in traditional program refinement. The refinement calculus [5, 15, 44, 55, 60] is a

formalization of the stepwise refinement method of program construction. Program refinement

involves specifying a program’s required behavior through a non-executable specification, which
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''' Github Copilot '''
def find_sqrt(n):

e = 0.0000001
low, high = 0, n
mid = (low + high) / 2
while abs(mid * mid - n) > e:
if mid * mid > n:

high = mid
else:

low = mid
mid = (low + high) / 2

return mid
find_sqrt(0.1) = Infinite Loop

''' GPT-4 '''
def find_sqrt(N):

x = N if N > 1 else 1
while x * x > N:
x = (x + N/x) / 2

return x
find_sqrt(5) = Infinite Loop

''' OpenAI o1-preview '''
def find_sqrt(N, e):
x = math.sqrt(N) - e / 2.0
if x**2 < N < (x + e)**2:
return x

else:
x_lower, x_upper = x, x + e

while x_upper - x_lower > 1e-10:
x_mid = (x_lower + x_upper) / 2.0
if x_mid**2<N and (x_mid + e)**2>N:
x = x_mid
break

elif x_mid**2 >= N:
x_upper = x_mid

else:
x_lower = x_mid

return x_mid

e = 0.01; N = (e**2/16)/4
find_sqrt(N, e) = -0.00125

Fig. 1. Three wrong programs generated by LLMs. The code from GitHub Copilot uses a wrong upper bound.
The GPT-4 generated code sometimes makes the variable x fall into a fixed point. The code from the OpenAI
o1-preview model sometimes gives incorrect answers when N is small.

is then transformed into an executable program via a series of correctness-preserving steps. How-

ever, this transformation, grounded in program refinement calculus, is predominantly performed

manually, which is time-consuming and error-prone. The necessity of manual code writing makes

the program refinement labor-intensive and challenging to automate. Therefore, integrating LLMs’

code generation ability into the refinement process is a logical progression.

Outline. We implement the approach in an automated tool called Refine4LLM that combines

the formal program refinement calculus with the informal LLM to refine the specification and

generate verified code step by step. Section 2 introduces the background of program refinement.

Section 3 illustrates a motivating example with the square root algorithm. Section 4 shows the

overview of the tool Refine4LLM and the following Section 5 defines the formal specification

language and program language. To enhance the efficiency of the program refinement, Refine4LLM

adopts a learning strategy to build new refinement laws to reduce the depth of the refinement

process shown in Section 6. In Section 7, we introduce the formal system part that automatically

and formally transforms the specification based on the refinement law and generates the associated

proof obligations. Refine4LLM combines automated theorem provers (ATPs) like Z3 [22] to verify

the code and justify the choice of the refinement laws. In Section 8, we show the informal system

part, including a top-down algorithm to split the high-level specification into sub-components and

then a bottom-up algorithm to refine the sub-specifications and generate the code one by one. We

evaluate Refine4LLM on the classic program refinement benchmarks [39] and LLM benchmarks -

Humaneval dataset from OpenAI [47] and the EvalPlus dataset with more test cases [41] shown

in Section 9. Overall, our approach leverages the creativity of LLMs and rigorous proof of formal

methods to provide a reliable code generator. The approach is complementary to LLMs, automated

Proc. ACM Program. Lang., Vol. 9, No. POPL, Article 69. Publication date: January 2025.



69:4 Yufan Cai, Zhé Hóu, David Sanan, Xiaokun Luan, Yun Lin, Jun Sun, and Jin Song Dong

theorem provers, and traditional verification tools. To the best of our knowledge, Refine4LLM is

the first framework that combines the LLM and program refinement techniques.

Contributions. The contributions of the paper are summarized below:

(1) A framework, Refine4LLM, for LLM aided automated program refinement, including a formal

specification language 𝐿𝑠𝑝𝑒𝑐 , a programming language 𝐿𝑝𝑙 associated with our refinement

calculus, and a verification strategy that verifies the generated code.

(2) A refinement law learning strategy to derive more advanced refinement rules to reduce the

depth of the refinement process.

(3) A top-down splitting and bottom-up refining algorithm to build the library of program

refinement for reducing the complexity of the specification.

2 Preliminaries
This section introduces the background knowledge and technical details of program refinement.

2.1 Notation
We follow the notations in Morgan’s book on program refinement [44].

Specification. This work considers the formal specifications defined in first-order logic (FOL). A

specification contains variables, a precondition, and a postcondition, in the form

𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠 : [𝑝𝑟𝑒𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛, 𝑝𝑜𝑠𝑡𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛]
Variables are the list of program variables; the precondition describes the program’s initial states,

and the postcondition describes the program’s final states.

Program Refinement. Formally, the refinement relation is defined by the weakest preconditions

of the related programs [14]. For program 𝑆 and postcondition 𝑃 ,𝑤𝑝 (𝑆, 𝑃) represents the weakest
precondition where S is guaranteed to terminate in a state satisfying 𝑃 . Program 𝑆0 is refined by 𝑆1
denoted as 𝑆0 ⊑ 𝑆1, iff

∀𝑃,𝑤𝑝 (𝑆0, 𝑃) → 𝑤𝑝 (𝑆1, 𝑃) (1)

which states that 𝑆1 will preserve the total correctness of program 𝑆0. The program refinement can

be established in a linear sequence:

𝑆0 ⊑ 𝑆1 ⊑ 𝑆2 ⊑ 𝑆3... ⊑ 𝑆𝑛 (2)

which shows the refinement 𝑆0 ⊑ 𝑆𝑛 with the transitivity of the refinement relation.

2.2 The Basic Refinement Calculus
The refinement calculus is based on the weakest precondition semantics for programs from the

literature [26]. Typically, the refinement process is a sequence of refinement law applications that

refine formal specifications to a mixture of specifications and programs (mixed programs) and

finally to only program code, as illustrated below:

𝑠𝑝𝑒𝑐𝑖 𝑓 𝑖𝑐𝑎𝑡𝑖𝑜𝑛 ⊑𝑚𝑖𝑥𝑒𝑑 𝑝𝑟𝑜𝑔𝑟𝑎𝑚 ⊑ · · · ⊑𝑚𝑖𝑥𝑒𝑑 𝑝𝑟𝑜𝑔𝑟𝑎𝑚′ ⊑ 𝑝𝑟𝑜𝑔𝑟𝑎𝑚.

The core refinement calculus listed in Morgan’s book [44] is summarized as follows:

Lemma 2.1 (Strengthen Postcondition Law). Let 𝑝𝑟𝑒 (precondition) and 𝑝𝑜𝑠𝑡 , 𝑝𝑜𝑠𝑡 ′ (postcon-
ditions) be any FOL formula, if 𝑝𝑜𝑠𝑡 ′ ⇛ 𝑝𝑜𝑠𝑡 , then 𝑥 : [𝑝𝑟𝑒, 𝑝𝑜𝑠𝑡] ⊑ 𝑥 : [𝑝𝑟𝑒, 𝑝𝑜𝑠𝑡 ′].

Lemma 2.2 (Weaken Precondition Law). Let 𝑝𝑟𝑒 , 𝑝𝑟𝑒′ (preconditions) and 𝑝𝑜𝑠𝑡 (postcondition)
be any FOL formula, if 𝑝𝑟𝑒 ⇛ 𝑝𝑟𝑒′, then 𝑥 : [𝑝𝑟𝑒, 𝑝𝑜𝑠𝑡] ⊑ 𝑥 : [𝑝𝑟𝑒′, 𝑝𝑜𝑠𝑡].
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Lemma 2.3 (Skip Law). If 𝑝𝑟𝑒 ⇛ 𝑝𝑜𝑠𝑡, 𝑡ℎ𝑒𝑛 𝑥 : [𝑝𝑟𝑒, 𝑝𝑜𝑠𝑡] ⊑ skip.

Lemma 2.4 (Seqential Composition Law (Seq)). Let𝑚𝑖𝑑 be any formula except for 𝑝𝑟𝑒 or 𝑝𝑜𝑠𝑡 .
𝑥 : [𝑝𝑟𝑒, 𝑝𝑜𝑠𝑡] ⊑ 𝑥 : [𝑝𝑟𝑒,𝑚𝑖𝑑]; 𝑥 : [𝑚𝑖𝑑, 𝑝𝑜𝑠𝑡].

We denote 𝑝𝑜𝑠𝑡 ⟨𝑥 := 𝐸⟩ as a new condition that assigns all occurrences of 𝑥 in 𝑝𝑜𝑠𝑡 by 𝐸.

Lemma 2.5 (Assignment Law). Let 𝐸 be any 𝐸𝑥𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛, 𝑝𝑜𝑠𝑡 ⟨𝑥 := 𝐸⟩ assigns every x in 𝑝𝑜𝑠𝑡

with 𝐸. If 𝑝𝑟𝑒 ⇛ 𝑝𝑜𝑠𝑡 ⟨𝑥 := 𝐸⟩, 𝑡ℎ𝑒𝑛 𝑥 : [𝑝𝑟𝑒, 𝑝𝑜𝑠𝑡] ⊑ x = E.

Lemma 2.6 (Alternation Law). Let 𝐺𝐺 be the disjunctive normal form of the guards 𝐺0,𝐺1,

, ...,𝐺𝑖 , ...,𝐺𝑛 , if 𝑝𝑟𝑒 ⇛ 𝐺𝐺, 𝑡ℎ𝑒𝑛 𝑥 : [𝑝𝑟𝑒, 𝑝𝑜𝑠𝑡] ⊑ if
⊔

𝑖 (𝐺𝑖 then 𝑥 : [𝐺𝑖 ∧ 𝑝𝑟𝑒, 𝑝𝑜𝑠𝑡]) where if⊔
𝑖 𝐺𝑖 then means if 𝐺0 then ... else if 𝐺𝑖 then ... .

Iterations (while loops) are built by loop conditions, invariants, and variants. An invariant 𝐼𝑛𝑣 is

a formula that, if it is true initially, stays true for each repetition. The variant 𝑉 of the iteration is a

value changing in the iteration and guarantees the termination of the iteration.

Lemma 2.7 (Iteration Law). Let 𝐼𝑛𝑣 , the invariant, be any formula; let 𝑉 , the variant, be any
integer-valued expression. Let 𝐺𝐺 be the disjunctive normal form of the guards 𝐺0,𝐺1, ...,𝐺𝑖 , ...,𝐺𝑛

then 𝑥 : [𝐼𝑛𝑣, 𝐼𝑛𝑣 ∧ ¬𝐺𝐺] ⊑ while
⊔

𝑖 (𝐺𝑖 do 𝑥 : [𝐼𝑛𝑣 ∧𝐺𝑖 , 𝐼𝑛𝑣 ∧ (0 ≤ 𝑉 < 𝑉0)]) where 𝑉0 is the
initial value of V, while

⊔
𝑖 𝐺𝑖 do means while 𝐺0 do ... else 𝐺𝑖 do ... else 𝐺𝑛 do.

Lemma 2.8 (Expand Law). Let x be the origin variant and y be another variant and 𝑦0 be the initial
value of y, then 𝑥 : [𝑝𝑟𝑒, 𝑝𝑜𝑠𝑡] = 𝑥,𝑦 : [𝑝𝑟𝑒, 𝑝𝑜𝑠𝑡 ∧ 𝑦 = 𝑦0]

Lemma 2.9 (Assertion Law). Let E be a boolean condition for the variable x, then 𝑥 : [𝑝𝑟𝑒, 𝑝𝑜𝑠𝑡] =
𝑎𝑠𝑠𝑒𝑟𝑡 𝐸;𝑥 : [𝑝𝑟𝑒 ∧ 𝐸, 𝑝𝑜𝑠𝑡]

Procedure. A procedure is declared by a name, some parameters, and a program.

Definition 2.10 (Procedure). 𝑝𝑟𝑜𝑐𝑒𝑑𝑢𝑟𝑒 ⟨Name⟩ (⟨Variable⟩ : ⟨Type⟩) ≜ ⟨Prog⟩.
Lemma 2.11 (Procedure Value Specification). Given a procedure

𝑝𝑟𝑜𝑐𝑒𝑑𝑢𝑟𝑒 ⟨Name⟩ (𝑣𝑎𝑙𝑢𝑒 𝑓 : ⟨Type⟩) ≜ 𝑤, 𝑓 : [𝑝𝑟𝑒, 𝑝𝑜𝑠𝑡] where w and f are different variables. Let
A be the expression of the ⟨Type⟩, then𝑤 : [𝑝𝑟𝑒 ⟨𝑓 := 𝐴⟩, 𝑝𝑜𝑠𝑡 ⟨𝑓0 := 𝐴0⟩] ⊑ 𝑝𝑟𝑜𝑐𝑒𝑑𝑢𝑟𝑒 ⟨Name⟩(𝐴).

Lemma 2.12 (Procedure Result Specification). Given a procedure
𝑝𝑟𝑜𝑐𝑒𝑑𝑢𝑟𝑒 ⟨Name⟩ (𝑟𝑒𝑠𝑢𝑙𝑡 𝑓 : ⟨Type⟩) ≜ 𝑤, 𝑓 : [𝑝𝑟𝑒, 𝑝𝑜𝑠𝑡 ⟨𝑎 := 𝑓 ⟩] where w, a, and f are different
variables. Then𝑤, 𝑎 : [𝑝𝑟𝑒, 𝑝𝑜𝑠𝑡] ⊑ 𝑝𝑟𝑜𝑐𝑒𝑑𝑢𝑟𝑒 ⟨Name⟩(𝑎).
The literature [4, 45] has established the correctness of the laws in this section. In particular,

define a Hoare-triple-like notation {𝑝𝑟𝑒}𝑝𝑟𝑜𝑔{𝑝𝑜𝑠𝑡} that means that starting from a precondition

that satisfies 𝑝𝑟𝑒 , if the program 𝑝𝑟𝑜𝑔 terminates, then the postcondition satisfies 𝑝𝑜𝑠𝑡 . We represent

the result as follows sans proof:

Theorem 2.13 (Soundness of Core Refinement Laws). If ®𝑥 : [𝑝𝑟𝑒, 𝑝𝑜𝑠𝑡] ⊑ 𝑝𝑟𝑜𝑔 is derivable
from the laws in Section 2.2, then {𝑝𝑟𝑒}𝑝𝑟𝑜𝑔{𝑝𝑜𝑠𝑡} holds.

3 Motivating Example
This section illustrates our intuitions for Refine4LLM with the square root (sqrt) algorithm. We

extend the sqrt algorithm from integers to real numbers compared to the other program refinement

works [44, 55], presenting how we guide LLMs and verify the generated code. Then, we illustrate

the learning strategy for extending the refinement law to evolve and extend the refinement calculus

to reduce the complexity of program refinement.
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Fig. 2. Square Root with Program Refinement: success version. The specification format follows the notations
in Section 2.1, and the proof obligation follows the Hoare Logic format. The LLM selects one law introduced
in Section 2.2 and generates the associated code. The symbol ↓means the variant is strictly decreasing.

3.1 Guide the LLM
The specification of the square root example reads as follows: for any positive constant N and e,

the program 𝐶 will change the variable 𝑥 until 𝑥2 is less or equal to N, but (𝑥 + 𝑒)2 is larger than N.

Program refinement aims to refine the specification stepwise into smaller pieces while building

the program step by step. We begin with the basic refinement calculus consisting of the core laws

defined in Section 2 and show the refinement process in Figure 2.

The first possible choice is the sequential composition law to separate the two constraints 𝑥2 ≤ 𝑁

and 𝑁 < (𝑥 + 𝑒)2. For the first part, the LLM can utilize the specification to find a possible correct

assignment 𝑥 = 0, which could be verified by Hoare logic and automatic theorem provers (ATPs).

Refine4LLM can then apply the iteration law for the second part with the specification structure

[𝐼𝑛𝑣𝑎𝑟𝑖𝑎𝑛𝑡, 𝐼𝑛𝑣𝑎𝑟𝑖𝑎𝑛𝑡∧¬𝐺𝑢𝑎𝑟𝑑𝑠] for iteration. The iteration lawwill split the postcondition into two

parts: a guard condition and an invariant, further establishing an iterative structure that preserves

the invariant while changing the variant until the guard condition is violated. The symbol ↓means

that the variant is strictly decreasing. Refine4LLM will use the constraints “𝐼𝑛𝑣𝑎𝑟𝑖𝑎𝑛𝑡 ∧𝐺𝑢𝑎𝑟𝑑𝑠 →
𝐼𝑛𝑣𝑎𝑟𝑖𝑎𝑛𝑡 ∧ Variant is strictly decreasing” as a prompt and instruct the LLM to generate code like

𝑥 = 𝑥 + 𝑒 . Finally, Refine4LLM will verify whether the generated assignment can preserve the

invariant and decrease the variant. Note that it is partially correct because it only verifies that the

variant is decreasing. To achieve total correctness, we need to verify that there exists one state in

the iteration where the guard condition is violated.

3.2 Failure Feedback
The program refinement can be implemented in many ways. Figure 3 shows another direction:

initializing the x with a large number and decreasing it until the constraints are satisfied. The

associated program will begin by initializing the variable 𝑥 to satisfy the invariant 𝑁 < (𝑥 + 𝑒)2.
Traditional synthesis methods are hard to infer the correct assignment following the idea that

∀𝑁 > 0, 𝑒 > 0, (𝑥 > 𝑁 + 1

4
→ (𝑥 + 𝑒)2 > 𝑁 ) since ∀𝑁 > 0, (𝑁 + 1

4
)2 > 𝑁 . In contrast, the LLM may

guess the assignment could be 𝑥 = 𝑁 or 𝑥 = 1 but lacks verification and guidance to the correct

answer. Refine4LLM can verify the output to ensure correctness or give counterexample feedback

to guide the LLM to the correct answer. If the LLM generates the assignment 𝑥 = 𝑁 , Refine4LLM

will reject the assignment and give the counterexample feedback to the LLM until some correct

assignments like 𝑥 = 𝑁 + 1 are generated. Then, the Refine4LLM will apply the iteration law and

instruct the LLM to generate the code that satisfies the constraints for the new specification. The

LLM may generate code like 𝑥 = 𝑥 − 𝑒 , and Refine4LLM will formally generate the associated proof
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Fig. 3. Square Root with Program Refinement: failed version. The dash lines mean the failure feedback.

obligation:

(𝑁 < (𝑥 + 𝑒)2 ∧ 𝑁 < 𝑥2) → (𝑁 < (𝑥 ′ + 𝑒)2 ∧ (𝑁 − 𝑥 ′2 < 𝑁 − 𝑥2) ∧ 𝑥 ′ = 𝑥 − 𝑒) (3)

However, ATPs will reject the generated code because the variant 𝑁 − 𝑥2 is not strictly decreasing

in some cases. Interestingly, despite similarities in the two symmetric directions of program

refinement for the square root algorithm, the previous program in Figure 2 succeeds, but the

current program will fall into an infinite loop. This asymmetry highlights the importance of formal

program verification for seemingly simple algorithms. After the first failure, the LLM will receive

feedback on the failure and generate a new assignment like 𝑥 = (𝑥 + 𝑁
𝑥
)/2, which may be based on

Newton’s method. However, ATPs show that the variant will not decrease and reach a fixed point

in some cases due to the float number precision error. If the LLM repeatedly fails to generate the

verified code several times, Refine4LLM will trace back to the last refinement step and apply a new

refinement law to find another refinement direction.

3.3 Optimizing the Algorithm with Binary Search
Identifying an appropriate intermediate condition for sequential composition law will facilitate

further refinement. As shown in Figure 4, the specification introduces a new variable 𝑦 so that 𝑥,𝑦

delimits the search space for the square root. We can interpret the refinement procedure first by

initializing 𝑥 and 𝑦 to satisfy the intermediate condition 𝑥2 ≤ 𝑁 < 𝑦2 and then adjusting 𝑥,𝑦 to

ultimately fulfill the postcondition 𝑥2 ≤ 𝑁 < 𝑦2 ∧ 𝑦 < 𝑥 + 𝑒 . The setup naturally leads to a looping

structure, as the invariant 𝑥2 ≤ 𝑁 < 𝑦2 and the guard condition 𝑦 ≥ 𝑥 + 𝑒 can be derived directly

from the precondition and postcondition. The LLM may apply the alternation law to ensure the

loop’s termination by diminishing the variant 𝑦 − (𝑥 + 𝑒) while maintaining the invariant. One

way is to set the condition ( 𝑥+𝑦
2
)2 ≤ 𝑁 in the precondition with the alternation law. Then, based

on the new specification, the LLM will assign 𝑥 with
𝑥+𝑦
2

to decrease the variant 𝑦 − (𝑥 + 𝑒) while
preserving the invariant. The proof obligation is automatically generated by Refine4LLM as follows:

(𝑥2 ≤ 𝑁 < 𝑦2∧𝑥 +𝑒 < 𝑦∧(𝑥 + 𝑦
2

)2 ≤ 𝑁 ) → (𝑥 ′2 ≤ 𝑁 < 𝑦2∧𝑦−(𝑥 ′+𝑒) < 𝑦−(𝑥 +𝑒)∧𝑥 ′ = 𝑥 + 𝑦
2

)
(4)

Similarly, the other side should assign 𝑦 with
𝑥+𝑦
2
. The new refinement direction will generate

a binary search-based algorithm that is more efficient than the above programs. The detailed

refinement procedure and generated code are shown in Section 10. However, synthesizing an

optimized algorithm is a non-trivial task. In this work, we mainly depend on the LLM’s knowledge

and code generation ability to generate an optimized algorithm to pass the test cases in the specific

time and space complexity requirements.
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Fig. 4. Square Root with Program Refinement: binary search version.

3.4 Learning Strategies for Extending Refinement Calculus
The above program refinement procedures share some similarities, which start with the sequential

composition law and then use the assignment law for the first part and the iteration law for the

second part, as illustrated in Figure 5. Semantically, this kind of refinement procedure first initializes

the variables to satisfy the invariant, then preserves the invariant, and changes the variant with

the iteration until the postcondition is satisfied. On the one hand, the sequential composition law

constructs the structure [𝐼𝑛𝑣𝑎𝑟𝑖𝑎𝑛𝑡, 𝐼𝑛𝑣𝑎𝑟𝑖𝑎𝑛𝑡 ∧𝐺𝑢𝑎𝑟𝑑] for further iteration. On the other hand, the

future iteration law can hint at the first step of sequential composition law to split the specification.

If the LLM has the future information on the iteration law, it will be more possible to split the

specification in the expected way.

To capture the common patterns of program refinement, we design a learning algorithm to

extract the patterns of refinement procedures and extend the refinement calculus. The algorithm

takes a collection of refining processes and extracts the law patterns and specification patterns from

the refinement history dataset. The new extended laws are summarized from the common patterns

in the dataset and allow the specifications to be refined with fewer refinement steps, reducing the

depth of the search and verification. All the new laws are built upon the core refinement laws, and

their correctness can also be derived based on correctness-by-construction [11]. Different from

the typical program synthesis methods like [12, 29] that recover higher-order functions such as

map, fold, and filter, Refine4LLM tries to conclude higher-level refinement laws such as initialized

iteration rule and traverse rule, that capture the high-level synthesis idea of the program synthesis.

In summary, extending refinement laws has the following advantages:

• They broaden the horizon of LLM from one-step refinement to considering future directions.

• They reduce the depth of refinement and save time and resources of interaction with LLMs.

• They may simplify program verification and reduce the requirement of ATPs.

4 Overview
Figure 6 shows an overview of our approach. Generally, it can be divided into two parts: the formal

and informal systems. In the formal system, we first define the formal specification language 𝐿𝑠𝑝𝑒𝑐
and program language 𝐿𝑝𝑙 defined in Section 5. The formal specification will first be transformed

into an abstract syntax tree. Then, with one specific law, Refine4LLM will formally transform the

specification into the new specification and build the proviso constraints of the law. Finally, after

extracting the generated code from LLM, Refine4LLM will automatically build the proof obligations

and the verification scripts for ATPs to verify. ATPs will try to verify the scripts automatically and

output the success or error message. If the code fails to verify, Refine4LLM will provide feedback to

the LLM with possible counterexamples. In the informal system, the user needs to first formalize

the natural language specification into a formal specification with the aid of the LLM. Secondly,

Refine4LLM will build the prompt and describe the refinement laws to the LLM. Then, the LLM
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Fig. 5. One Example for the Refinement Law Learning and Extending. 𝑝𝑟𝑒 means precondition and 𝑝𝑜𝑠𝑡

means postcondition. 𝐼 , 𝐺 , 𝑉 means the invariant, guard condition, and variant of an iteration.

Fig. 6. Overview of Refine4LLM that combines LLMs and program refinement.

selects one refinement law based on the specification’s description and constraints and generates

the associate code. The LLM will regenerate the code based on the verification result. If getting

multiple times of failure, Refine4LLM will trace back to the last refinement step and interact with

the LLM to choose another refinement law and re-generate the associated code.

5 Refine4LLM’s Languages
We introduce our formal specification language 𝐿𝑠𝑝𝑒𝑐 used to describe the specification and the

programming language 𝐿𝑝𝑙 for our generated program. As these languages interact closely with

LLMs, we target designing languages that are well understood and applied by LLMs.

5.1 The Specification Language
Our specification language 𝐿𝑠𝑝𝑒𝑐 extends first-order logic (FOL) and is a subset of the language of

Coq [6]. Most LLMs are familiar with both FOL and Coq grammar. We follow the standard syntax

and semantics of FOL and highlight the following notations.
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Table 1. Syntax of the specification language 𝐿𝑠𝑝𝑒𝑐 .

⟨Type⟩ ::= bool | nat | int | float | char | array ⟨Type⟩
⟨Spec⟩ ::= Precondition:⟨Definition⟩ Postcondition:⟨Definition⟩

⟨Definition⟩ ::= ⟨Name⟩⟨Params⟩ := ⟨Expr⟩.
⟨Params⟩ ::= ( ⟨Name⟩ : ⟨Type⟩ )

⟨Expr⟩ ::= ⟨Logit⟩ | ⟨Logit⟩ ∧ ⟨Expr⟩ | ⟨Logit⟩ ∨ ⟨Expr⟩ | ¬⟨Expr⟩ | ⟨QExpr⟩
⟨QExpr⟩ ::= forall|exists ⟨Params⟩ ⟨Expr⟩
⟨Logit⟩ ::= ⟨Term⟩ | ⟨Term⟩ < ⟨Logit⟩ | ⟨Term⟩ <= ⟨Logit⟩ | ⟨Term⟩ = ⟨Logit⟩

| ⟨Term⟩ > ⟨Logit⟩ | ⟨Term⟩ >= ⟨Logit⟩ | ⟨Term⟩ <> ⟨Logit⟩
⟨Term⟩ ::= ⟨Factor⟩ | ⟨Factor⟩ + ⟨Term⟩ | ⟨Factor⟩ − ⟨Term⟩
⟨Factor⟩ ::= ⟨atom⟩ | ⟨atom⟩ * ⟨Factor⟩ | ⟨atom⟩ / ⟨Factor⟩
⟨atom⟩ ::= ⟨Number⟩ | ⟨Variable⟩ | ⟨Const⟩ | true | false

| - ⟨Expr⟩ | ( ⟨Expr⟩ ) | ⟨Variable⟩0
| ⟨Name⟩[⟨atom⟩] | ⟨Name⟩[⟨atom⟩ : ⟨atom⟩]

Variants and Constants. We use lower case words like x, y, z to denote the variants that will
change in the refinement and upper case words like N, M to denote constants. Both variants and

constants should be typed.

Relations and Functions. We use common relation operators and function operators in SMT, such

as <,=, +,−, ∗, /, 𝐴𝑟𝑟𝑎𝑦 [𝐼𝑛𝑡]. The theory of integer-indexed arrays following [13] is defined below:∑︁N

𝐴
:

∑︁
𝐴
∪
∑︁
N

::= {𝑎[𝑖], 𝑎⟨𝑖 ⊳ 𝑣⟩,=, 0, 1, +, ≥}
∀𝑎, 𝑖, 𝑗, 𝑣 . 𝑖 = 𝑗 → 𝑎[𝑖] = 𝑎[ 𝑗]
∀𝑎, 𝑖, 𝑗, 𝑣 . 𝑖 = 𝑗 → 𝑎⟨𝑖 ⊳ 𝑣⟩[ 𝑗] = 𝑣

∀𝑎, 𝑖, 𝑗, 𝑣 . 𝑖 ≠ 𝑗 → 𝑎⟨𝑖 ⊳ 𝑣⟩[ 𝑗] = 𝑎[ 𝑗]

Syntax. We define our specification based on the first-order theory and theory of arrays. The

full syntax of 𝐿𝑠𝑝𝑒𝑐 is given in Table 1, where ⟨Specification⟩ defines the specification that needs to

be refined, ⟨Definition⟩ defines the condition that the variants should satisfy, ⟨Params⟩ defines the
variants and constants. In the case of ⟨atom⟩, ⟨Variable⟩0 denotes the previous value of the variable,
⟨Name⟩[⟨atom⟩] specifies the array selecting operation, and ⟨Name⟩[⟨atom⟩ : ⟨atom⟩] is used for

array slicing operation. The remainder of the syntax is standard FOL used in SMT solving.

Semantics. We follow the standard FOL semantics defined in Coq and only present the notable

elements in Table 2. Note that the theory of arrays is realized by relations and functions, similar to

its treatment in the literature [20].

Table 2. The semantics of the specification language 𝐿𝑠𝑝𝑒𝑐 .

𝑡𝑦𝑝𝑒 𝑇 ⇐⇒ 𝐴 𝑣𝑎𝑙𝑢𝑒 𝑠𝑒𝑡 𝑇 ⟦𝑒𝑇⟧ ∈ 𝑇

𝑣𝑎𝑟𝑖𝑎𝑛𝑡𝑠 𝑣 : 𝑇 ⇐⇒ 𝐴 𝑣𝑎𝑙𝑢𝑒 𝑣 ∈ 𝑇 ⟦𝑣⟧
𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 𝑐 : 𝑇 ⇐⇒ 𝐴 𝑣𝑎𝑙𝑢𝑒 𝑐 ∈ 𝑇 ⟦𝑐⟧ = 𝑐

𝑓 𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑎𝑙 𝑜𝑝𝑒𝑟𝑎𝑡𝑜𝑟 𝑓 (𝑇1,𝑇2, ...) : 𝑇 ⇐⇒ ⟦𝑓 (𝑎, 𝑏, ...)⟧ = 𝑓 (⟦𝑎⟧, ⟦𝑏⟧, ...)
𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛𝑎𝑙 𝑜𝑝𝑒𝑟𝑎𝑡𝑜𝑟 𝑅(𝑇1,𝑇2, ...) : 𝐵𝑜𝑜𝑙 ⇐⇒ ⟦𝑅(𝑎, 𝑏, ...)⟧ = 𝑅(⟦𝑎⟧, ⟦𝑏⟧, ...)
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Table 3. Syntax of the program language 𝐿𝑝𝑙 .

⟨Type⟩ ::= bool | nat | int | float | char | array⟨Type⟩
⟨Expr⟩ ::= ⟨Number⟩ | ⟨Name⟩ | true | false | ⟨Variable⟩

| ⟨Expr⟩ == ⟨Expr⟩ | ⟨Expr⟩ < ⟨Expr⟩ | ⟨Expr⟩ <= ⟨Expr⟩
| ⟨Expr⟩ > ⟨Expr⟩ | ⟨Expr⟩ >= ⟨Expr⟩ | ⟨Expr⟩ != ⟨Expr⟩
| ⟨Expr⟩ and ⟨Expr⟩ | ⟨Expr⟩ or ⟨Expr⟩ | not⟨Expr⟩
| ⟨Expr⟩ + ⟨Expr⟩ | ⟨Expr⟩ − ⟨Expr⟩
| ⟨Expr⟩ · ⟨Expr⟩ | ⟨Expr⟩ / ⟨Expr⟩
| ⟨Variable⟩[⟨Expr⟩]
| ⟨Variable⟩[⟨Expr⟩:⟨Expr⟩]

⟨Prog⟩ ::= pass | ⟨Variable⟩ = ⟨Expr⟩ | ⟨Prog⟩; ⟨Prog⟩
| assert⟨Expr⟩
| while (⟨Expr⟩): ⟨Prog⟩ endwhile
| if (⟨Expr⟩): ⟨Prog⟩ else ⟨Prog⟩ endif
| def ⟨Name⟩ (⟨Name⟩ : ⟨Type⟩)*:⟨Prog⟩ enddef

Table 4. Syntax of the program language 𝐿𝑚𝑖𝑥 , following constructs defined in Tables 1 and 3.

⟨Mix⟩ ::= ⟨Spec⟩ | ⟨Prog⟩
⟨MixProg⟩ ::= pass | ⟨Variable⟩ = ⟨Expr⟩ | ⟨Mix⟩; ⟨Mix⟩

| assert(⟨Expr⟩)
| while (⟨Expr⟩): ⟨Mix⟩ endwhile
| if (⟨Expr⟩): ⟨Mix⟩ else ⟨Mix⟩ endif
| def ⟨Name⟩ (⟨Name⟩ : ⟨Type⟩)*:⟨Mix⟩ enddef

5.2 The Program Language
Our program language is mainly based on the While language and Guarded Command Lan-

guage [25]. The formal semantics follows the semantics of the While language with regard to the

standard interpretation of validity [51]. The language is kept simple to make it easier for the LLM

to understand and generate. The complete syntax of our program language is given in Table 3. Our

programming language is imperative and has data types for booleans, natural numbers, integers,

float, characters, and arrays. We include the extension of Array and Assert statements. The array

has a natural number index type and the reading, updating, and slicing operations. To control

the size and structure of programming, we also incorporate the use of procedures. The procedure

is declared by a name, some parameters, and an associated program. This core language can be

implemented as one of the most common programming languages, such as C and Python.

Lastly, we define the mixed programming language 𝐿𝑚𝑖𝑥 for the program refinement procedure,

which is a mixture of 𝐿𝑠𝑝𝑒𝑐 and 𝐿𝑝𝑙 . Formally, its main construct is a variant of ⟨Prog⟩ where part
of the program may be a specification, as defined in Table 4. This “intermediate” language is used

in the middle of the refinement process, where parts of the specifications are refined into programs,

and the other parts are still specifications. We may loosely call such a program a “mixed program”.
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Fig. 7. The Framework of Law Learning Algorithm. The refinement trees come from the examples that have
been refined to program. The token END means there are no more specifications.

6 Refine4LLM’s Refinement Calculus
This section introduces the law learning algorithm to extend the refinement laws and Refine4LLM’s

extended refinement calculus.

6.1 Law Learning Algorithm
The learning algorithm first inputs a small dataset of problems and the core laws defined in Section

2. The core laws should be low-level but expressive to refine the specifications in the dataset. The

algorithm grows the library of the refinement calculus by reviewing the examples from the dataset,

finding common law patterns from the refinement trees, and abstracting common specification

patterns into new laws.

Law Pattern. We first apply the Refine4LLM to refine all the problems in the dataset with the

core laws. As shown in Figure 7, the refinement process is organized in a tree structure called

refinement trees, where the node represents a specification, and the edge denotes a refinement law

connecting these specifications. Given this constraint, we systematically traverse the tree via the

edges, converting this traversal into a sequential representation of the refinement process. The

algorithm identifies common sub-sequences within these sequences derived from the refinement

tree. By analyzing these sub-sequences, we can extract patterns and repetitive refinement laws.

Specification Pattern. After extracting the law pattern, we follow its frequency to extract the

specification pattern. The specification language is defined in Section 5. We build the E-graph [24]

to manage the specification patterns and find equivalences among different expressions efficiently

from the high-level abstraction to the low-level element. To reduce the complexity, we first define

some rewriting rules with high-level abstraction based on the semantics of the base laws:

𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ𝑒𝑛 − 𝑝𝑜𝑠𝑡𝑐𝑜𝑛𝑑𝑖𝑡𝑜𝑛 : [𝑝𝑟𝑒, 𝑝𝑜𝑠𝑡] → [𝑝𝑟𝑒, 𝑝𝑜𝑠𝑡 ′]
𝑊𝑒𝑎𝑘𝑒𝑛 − 𝑝𝑟𝑒𝑐𝑜𝑛𝑑𝑖𝑡𝑜𝑛 : [𝑝𝑟𝑒, 𝑝𝑜𝑠𝑡] → [𝑝𝑟𝑒′, 𝑝𝑜𝑠𝑡]
𝑆𝑘𝑖𝑝 : [𝑝𝑟𝑒, 𝑝𝑜𝑠𝑡] → 𝐸𝑁𝐷

𝐴𝑠𝑠𝑖𝑔𝑛 : [𝑝𝑟𝑒, 𝑝𝑜𝑠𝑡] → 𝐸𝑁𝐷

𝑆𝑒𝑞 : [𝑝𝑟𝑒, 𝑝𝑜𝑠𝑡] → [𝑝𝑟𝑒,𝑚𝑖𝑑]; [𝑚𝑖𝑑, 𝑝𝑜𝑠𝑡]
𝐴𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑜𝑛 : [𝑝𝑟𝑒,𝑚𝑖𝑑] → [𝑝𝑟𝑒 ∧𝐺1, 𝑝𝑜𝑠𝑡]; [𝑝𝑟𝑒 ∧𝐺2, 𝑝𝑜𝑠𝑡]; ...
𝐼𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 : [𝐼 , 𝐼 ∧ ¬𝐺] → [𝐼 ∧𝐺, 𝐼 ∧𝐺 ′]

(5)
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where 𝐸𝑁𝐷 means that there are no more specifications, and the refinement process ends.

The E-graph data structure allows us to represent and reason about multiple equivalent expres-

sions simultaneously, facilitating the application of rewriting rules in a structured and systematic

way. We create an initial E-graph with nodes representing each unique specification. Then, we

identify nodes that can be merged based on the rewriting rules and merge them. Finally, system-

atically apply the rewriting rules to the E-graph, expanding and merging nodes as needed. After

applying all the rules, we extract the most common sub-components from the E-graph. Then, we

expand the specification tree to the deeper level. The process of constructing and managing an

E-graph continues iterative from high level to low level.

For example, in Figure 7, Refine4LLM will show that some examples in the dataset can be

refined by sequential composition law, assignment law, and iteration law. Intuitively, the refinement

process first initializes the variable to satisfy the invariant and then builds the iteration structure

with the invariant. The refinement trees contain two sub-trees: the first part will be refined using

assignment law, while the second part will be refined using iteration law. Based on the iteration

law, the mid-condition is the invariant, and the postcondition can be regarded as a conjunction of

an invariant and a guard condition. We conclude the pattern and derive the initialized iteration

law in Theorem 6.6. Generally, the base laws could complete the equivalent refinements, but those

produced by the final learned laws are much shorter and reduce the verification effort. Besides, we

only derive frequently used laws for efficiency, not for completeness. The detailed pseudo-code of

the learning algorithm is presented in [3].

6.2 Extended Laws
Skip. The new skip law gives the variant an initial value, utilizing the fact that the initial and

final variables have the same value.

Lemma 6.1 (Initialised Skip Law). Let 𝑥0 denote the initial value of variant 𝑥 , if (𝑥 = 𝑥0)∧𝑃 ⇛ 𝑄 ,
then the specification 𝑥 : [𝑃,𝑄] ⊑ Skip.

Proof. Directly from the skip law in Lemma 2.3 as 𝑃 ⇛ 𝑄 . □

Seq. We extend a new sequential composition law to flexibly divide one specification into two

parts based on the Strengthen-Postcondition and Weaken-Precondition laws.

Lemma 6.2 (Flexible Seqential Composition Law). Let P, Q, A, B, C, D be some formulate,
if (𝑃 ⇛ 𝐴) ∧ (𝐵 ⇛ 𝐶) ∧ (𝑄 ⇛ 𝐷), then the specification 𝑥 : [𝑃,𝑄] ⊑ 𝑥 : [𝐴, 𝐵]; 𝑥 : [𝐶, 𝐷].

Proof. First, use the sequential composition law in Lemma 2.4, 𝑥 : [𝑃,𝑄] ⊑ 𝑥 : [𝑃, 𝐵];𝑥 : [𝐵,𝑄].
Then refine the two parts with the weaken-precondition law in Lemma 2.2, 𝑥 : [𝑃, 𝐵] ⊑ 𝑥 :

[𝐴, 𝐵];𝑥 : [𝐵,𝑄] ⊑ 𝑥 : [𝐶,𝑄]. Finally, refine the second part with the strengthen-postcondition law

in Lemma 2.1, 𝑥 : [𝐶,𝑄] ⊑ 𝑥 : [𝐶, 𝐷]. □

Assign. We extend two assignment laws. The initialized assignment law utilizes the initial values

of the variants to simplify the further proof for 𝑝𝑟𝑒 ⇛ 𝑝𝑜𝑠𝑡 ⟨𝑥 := 𝐸⟩. The following assignment

law allows any assignment in its second half, provided the changed variants.

Lemma 6.3 (Initialized Assignment Law). Let 𝐸 be any 𝐸𝑥𝑝𝑟 in the programming language,
𝑝𝑜𝑠𝑡 ⟨𝑥 := 𝐸⟩ replaces every x in the formula 𝑝𝑜𝑠𝑡 with 𝐸. If (𝑥 = 𝑥0) ∧ (𝑦 = 𝑦0) ∧ 𝑝𝑟𝑒 ⇛ 𝑝𝑜𝑠𝑡 ⟨𝑥 :=

𝐸⟩, 𝑡ℎ𝑒𝑛 𝑥,𝑦 : [𝑝𝑟𝑒, 𝑝𝑜𝑠𝑡] ⊑ x = E.

Proof. Use the assignment law in Lemma 2.5 as 𝑝𝑟𝑒 ⇛ 𝑝𝑜𝑠𝑡 ⟨𝑥 := 𝐸⟩. □
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Lemma 6.4 (Following Assignment Law). Let 𝐸 be any 𝐸𝑥𝑝𝑟 in the programming language,
𝑝𝑜𝑠𝑡 ⟨𝑥 := 𝐸⟩ replaces every x in the formula 𝑝𝑜𝑠𝑡 with 𝐸. 𝑥 : [𝑝𝑟𝑒, 𝑝𝑜𝑠𝑡] ⊑ 𝑥 : [𝑝𝑟𝑒, 𝑝𝑜𝑠𝑡 ⟨𝑥 :=

𝐸⟩] ; x = E.

Proof. First use the sequential composition law, 𝑥 : [𝑝𝑟𝑒, 𝑝𝑜𝑠𝑡] ⊑ 𝑥 : [𝑝𝑟𝑒, 𝑝𝑜𝑠𝑡 ⟨𝑥 := 𝐸⟩]; 𝑥 :

[𝑝𝑜𝑠𝑡 ⟨𝑥 := 𝐸⟩, 𝑝𝑜𝑠𝑡]. Then, refine the second part using the assignment law, 𝑥 : [𝑝𝑜𝑠𝑡 ⟨𝑥 :=

𝐸⟩, 𝑝𝑜𝑠𝑡] ⊑ x = E. □

Alternate. The if-else alternation law is a simplified version of the original one without further

proof of the guard condition.

Lemma 6.5 (If-else Alternation Law). Let P, Q, and G be some formulae, then the specification
𝑥 : [𝑃, 𝑄] ⊑ 𝑖 𝑓 (𝐺) (𝑥 : [𝑃 ∧𝐺, 𝑄]) 𝑒𝑙𝑠𝑒 (𝑥 : [𝑃 ∧ ¬𝐺, 𝑄]).

Proof. As 𝑃𝑟𝑒 ⇛ 𝐺 ∨ ¬𝐺 based on the law of excluded middle, the lemma can be directly

implied from the alternation law in Lemma 2.6. □

Iterate. The new initialized iteration law first assigns the initial value to the invariant, and the

second specification preserves the invariant and changes the variant during iteration until the

negated guard condition is reached. In practice, based on the convergence of monotonic sequences

of real numbers, we replace the existing condition with the monotonic and bounded condition

given in Lemma 6.7. To avoid infinite loops, we add the assertion to check whether the expression

𝑉 decreases by at least the error bound of the floating-point precision.

Lemma 6.6 (Initialised Iteration Law). Let P, I, and G be some formulae, V be any vari-
ant expression, and i and M are positive integers, then the specification 𝑥 : [𝑃, 𝐼 ∧ ¬𝐺] ⊑ 𝑥 :

[𝑃, 𝐼 ] ;𝑤ℎ𝑖𝑙𝑒 (𝐺) 𝑑𝑜 (𝑥 : [𝐼 ∧𝐺, 𝐼 ∧ (∃𝑖 < 𝑀, 𝑉𝑖 → ¬𝐺))].
Proof. First, using the sequential composition law in Lemma 2.4, 𝑥 : [𝑃, 𝐼 ∧¬𝐺] ⊑ 𝑥 : [𝑃, 𝐼 ]; 𝑥 :

[𝐼 , 𝐼 ∧ ¬𝐺]. Then, refine the second part with the iteration law in Lemma 2.7. Note that we replace

the condition for integer-valued variants with any variant expression for scalability. To guarantee

the termination of the iteration, a state of variant should exist to negate the guard condition after

finite iterations. □

Lemma 6.7 (Assertion Iteration Law). Let P, I, and G be some formulae, V be any variant
expression, then the specification 𝑥 : [𝑃, 𝐼 ∧ ¬𝐺] ⊑ 𝑥 : [𝑃, 𝐼 ] ; 𝑤ℎ𝑖𝑙𝑒 (𝐺) 𝑑𝑜 (𝑥 : [𝐼 ∧ 𝐺, 𝐼 ∧ 𝑉 <

𝑉0];𝑎𝑠𝑠𝑒𝑟𝑡 𝑉 ≠ 𝑉0).
Proof. First, follow the initialized Iteration Law. Then, note that the float precision error is 𝑒 ,

then we have ∃𝑖 = ⌈𝑉0

𝑒
⌉ < 𝑀,𝑉 < 0 → ¬𝐺 . □

Traverse. We build a traverse law to facilitate the problems related to the array. The formula

𝑃 contains the variants 𝑙 and 𝑖 , which can be equations that recursively define a sequence. Note

that the following refinement should preserve the invariant 𝑃 (𝑙, 𝑖) and make progress to 𝑃 (𝑙, 𝑖 + 1)
following induction.

Lemma 6.8 (Traverse Law). Let l be the list of type T, natural numbers m and n denote the range,
pre and P be some formula, 𝑙 : [𝑝𝑟𝑒,∀𝑖 : 𝑛𝑎𝑡 ∧𝑚 ≤ 𝑖 < 𝑛 → 𝑃 (𝑙, 𝑖)] ⊑ 𝑙, 𝑖 : [𝑝𝑟𝑒, 𝑙 [𝑚]]; 𝑖 =

𝑚 ;𝑤ℎ𝑖𝑙𝑒 (𝑖 < 𝑛) 𝑑𝑜 (𝑙, 𝑖 : [𝑃 (𝑙, 𝑖), 𝑃 (𝑙, 𝑖 + 1)]; 𝑖 = 𝑖 + 1).
Proof. First, using the expand law and sequential composition law in Lemma 2.4, 𝑙, 𝑖 : [𝑝𝑟𝑒, 𝑙 [𝑖]∧

𝑖 =𝑚]; 𝑙, 𝑖 : [𝑙 [𝑖]∧𝑖 =𝑚, 𝑙 [𝑖]∧𝑖 = 𝑛]. Then refine the second part with the initialised assignment law

Lemma 6.3 and iteration law in Lemma 2.7, we have 𝑖 =𝑚 ;𝑤ℎ𝑖𝑙𝑒 (𝑖 < 𝑛) 𝑑𝑜 (𝑙, 𝑖 : [𝑃 (𝑙, 𝑖), 𝑃 (𝑙, 𝑖)∧0 ≤
𝑛 − 𝑖 < 𝑛 − 𝑖0]. Finally, using the following assignment law in Lemma 6.4 for the specification,

[𝑃 (𝑙, 𝑖), 𝑃 (𝑙, 𝑖 + 1) ∧ 0 ≤ 𝑛 − (𝑖 + 1) < 𝑛 − 𝑖]; 𝑖 = 𝑖 + 1 and can be simplified to the target. □
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Fig. 8. Refinement laws w.r.t. the specification language and program language. The detailed notations are
defined in Section 6.

The law learning algorithm can derive new laws not covered in this section. We transform the

extended refinement calculus as background knowledge in the prompts to guide the LLM. The

detailed instructions in the refinement laws can facilitate both LLM interaction and ATP verification.

All the new laws are built upon the core refinement laws, and their correctness can also be derived.

We summarize the above refinement laws in Figure 8.

Theorem 6.9 (Soundness of Derived Refinement Laws). If ®𝑥 : [𝑝𝑟𝑒, 𝑝𝑜𝑠𝑡] ⊑ 𝑝𝑟𝑜𝑔 is derivable
from the laws in Section 2 and Section 6.1, then {𝑝𝑟𝑒}𝑝𝑟𝑜𝑔{𝑝𝑜𝑠𝑡} holds.

Proof. Immediate from the proof of individual laws. □

7 Formal System: Refine and Verify
This section details the formal methods part of Refine4LLM, including the program refinement

system and verification system.

7.1 Program Refinement System
A formal program refinement system leverages LLMs and automatic theorem provers (ATPs).

The system automatically derives the proof obligations required to show that the refined program

satisfies the original specification. The process iterates: new proof obligations are generated, refined,

and submitted to the ATP until all obligations are proven. Once all proof obligations are satisfied,

the system outputs the verified, refined program along with its formal specification. We list the
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Law LLM Refine4LLM
Skip - verify 𝑃 ⇛ 𝑄

Sequence 𝑀 new spec [𝑃,𝑀]; [𝑀,𝑄]
Assignment 𝑥 = 𝐸𝑥𝑝𝑟 verify 𝑃 ⇛ 𝑄 ⟨𝑥 := 𝐸𝑥𝑝𝑟 ⟩
Alternation 𝐺 new spec if (𝐺) (𝑥 : [𝑃 ∧𝐺,𝑄]) else (𝑥 : [𝑃 ∧ ¬𝐺,𝑄])
Iteration 𝐼 ,𝐺 new spec 𝑥 : [𝑃, 𝐼 ]; while(𝐺) do(𝑥 : [𝐼 ∧𝐺, 𝐼 ∧ (∃𝑖 < 𝑀, 𝑉𝑖 →

¬𝐺)])
Traverse 𝑃 new spec 𝑙 : [𝑝𝑟𝑒, 𝑙 [𝑚]]; i = m; while(i < n) do (𝑙, 𝑖 :

[𝑃 (𝑙, 𝑖), 𝑃 (𝑙, 𝑖 + 1)]; 𝑖 = 𝑖 + 1)

Table 5. The schemes of specifications and conditions that the LLM and Refine4LLM generate for further
verification in ATP. For the former four laws, the origin specification is 𝑥 : [𝑃,𝑄]. For the iteration law, the
origin specification is 𝑥 : [𝑃, 𝐼 ];𝑥 : [𝐼 , 𝐼 ∧ ¬𝐺].

schema of the relationships among the refinement laws, the LLM-generated code, and Refine4LLM’s

output in Table 5.

7.2 Verification System with ATPs
Passively Verify. After the LLM generates the choice of the law and the associated code, Re-

fine4LLM will verify them using ATPs to justify whether the code satisfies the constraints based

on the condition of the selected refinement law. If the ATP confirms that the constraints are met,

Refine4LLM will apply the refinement law to the current specification, leading to the generation

of a new formal specification and the verified code. If the verification fails, the LLM will receive

the failure message and the possible counterexamples. It then attempts to generate an alternative

set of code, and the retry process has a defined limit. If repeated attempts fail, Refine4LLM will

revert to the previous successful refinement step and the specification that was valid before the

failed attempt. The LLM receives detailed feedback about the failures and the counterexamples,

along with the last valid specification. For proof obligations that the ATP cannot automatically

resolve, the LLM can provide human-readable explanations, suggest lemmas, or even generate

proof sketches to assist the user in manual intervention.

Modular Verification. Refine4LLM implements modular verification by dividing the program

refinement into small steps and splitting the specification into smaller, independent modules. Each

module, with its own constraints, is verified separately by the ATPs, allowing for more efficient

identification of errors localized to specific parts of the system. This method also facilitates parallel

verification processes, speeding up the overall verification time. If a module fails verification, the

LLM receives feedback specific to that module, including failure reasons and counterexamples. If all

modules pass their respective verifications, Refine4LLM then integrates them to form a complete

and verified refinement step.

8 Informal System: Interaction with LLM
This section describes the part of our system that uses informal LLM instead of formal methods

and how the LLM and formal methods interact.

8.1 Specification Formalization
The formalization process involves breaking down complex specifications into smaller sub-specifications

and refining them bottom-up to build the high-level specification. We build a top-down algorithm

to split the specification and a bottom-up algorithm to synthesize the program into functional
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abstractions. The user needs to check the correctness of the formalized specification. We assume

that all the formal specifications from the user are correct and meet the requirements.

Top-down Specification Split. We assume that all the formal specifications checked by the user

are correct and meet the user’s requirements. Refine4LLM will interact with the users to formalize

the user’s requirements. The algorithm starts with a comprehensive, high-level specification of the

system or software to be developed. Some functions in the specification may have been refined and

stored in the library in the past, and some may not. Each sub-specification has its own specification,

and they will be split into smaller specifications until all elements defined in their specifications

have been refined or atomic elements in the language defined in Section 5. We retrieve similar

specifications from the library to match the refined and stored specifications. We first ask the LLM

to retrieve the possible equivalent specification in the library and then verify it using the logic

laws based on the strengthen-postcondition Theorem 2.1 and Theorem 2.2 law. Intuitively, weaker

preconditions necessitate handling a broader range of potential inputs during implementation,

thereby reducing the flexibility of the approach. Additionally, stronger postconditions further

restrict the implementation’s freedom, demanding a closer adherence to specified outputs. The

retrieved similar specification will replace the origin sub-specification. Finally, Refine4LLM will

share all the specifications, including the sub-specifications, with the user to ensure correctness.

Bottom-up Refinement. For those sub-specifications that are not refined, we formalize the sub-

specifications and refine them from the bottom. Each sub-specification is refined and validated

independently, ensuring that every module functions correctly before it is integrated into the larger

system. The bottom-up refinement allows for deep focus on each component’s details, ensuring

high-quality development with rigorous refinement and validation at each stage. Refine4LLM will

save the refinement steps and the associated programs in the refinement library. The refinement

procedures can be reused when meeting the new specifications that contain the same precondition

and postcondition. The top-down and bottom-up methods not only save development time by

avoiding redundant specifications from scratch but also ensure consistency and reliability by using

previously validated, refined specifications.

8.2 Code Generation with LLMs
Retrieval Augmented LLM. We provide the LLM with the refinement calculus as background

knowledge so that the LLM can utilize the refinement laws with the retrieval augmented techniques.

We also customize our LLM for program refinement tasks by crafting instructions based on the

formal specification language 𝐿𝑠𝑝𝑒𝑐 and our program language 𝐿𝑝𝑙 defined above. Our LLM has been

instruct-tuned with the examples in Morgan’s book [44]. This tailoring ensures that the LLM is

well-equipped to handle the complexities of program refinement, drawing from a robust foundation

of relevant examples and formal definitions.

Actively Guide. A prompt for the LLM, like GPT-4, refers to the instruction given to the model

to elicit a response. The traditional prompts design always follows static templates like Program
Refinement for the following specification. Instead of relying on static, template-based prompts, this

approach treats the LLM as a constraint solver that actively constructs prompts that include logical

formulae representing the specifications. These formulae detail the constraints the LLM’s outputs

must satisfy, ensuring that the generated code or refinement steps are aligned with the specific

requirements of the task. The LLM will select the refinement law and generate the associated code

based on the given prompts. As each step has its generated specification, there is no need to add the

previous refinement as history based on the congruence of Hoare Logic. This method enhances the
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LLM’s utility by focusing its computational efforts on solving well-defined problems, leveraging its

capabilities to generate precise and accurate refinements.

Prompt Engineering. Prompt refers to the art of crafting queries or inputs that are optimized to

elicit the best or most relevant responses from an AI model. This practice is particularly prevalent

in the field of machine learning and AI-driven interactive systems. Our prompt is relatively straight-

forward yet comprehensive and includes all the details of the refinement rules and specifications:

Given the refinement rule ... The previous code ... is not correct since ...

Provide a correct code satisfying the specification [pre, post].

Or to decide which refinement laws to use:

Choose a proper rule to refine the current specification [pre, post].

where all the rules are included in the context. This approach minimizes ambiguity and maximizes

the relevance and accuracy of the LLM’s responses, thereby enhancing the overall efficiency of the

program refinement process.

9 Evaluation
This section shows the quantitative analysis of the most popular benchmarks compared to the

state-of-the-art LLMs and a program refinement baseline.

9.1 Experiment Setting
We evaluate Refine4LLM to answer the following research questions:

• RQ1: Whether Refine4LLM can generate more robust programs than the baselines?

• RQ2: Can the learning algorithm and the associated extended refinement calculus reduce the

time and depth of the refinement process?

• RQ3: Whether the top-down splitting and bottom-up refining method for building a library

of program refinement can enhance Refine4LLM for complex problems?

• RQ4: How does the performance of Refine4LLM vary with different components?

9.1.1 baselines.

GPT-4. Generative Pre-trained Transformer 4 (GPT-4) [47] is a multi-modal large language model

created by OpenAI and the fourth in its GPT foundation models. As a transformer-based model,

GPT-4 uses a paradigm where pre-training using both public data and "data licensed from third-

party providers" is used to predict the next token. After this step, the model was fine-tuned with

reinforcement learning feedback from humans.

CorC. CorC [39, 54] is a graphical and textual IDE to create programs in a simple while-language

following the Correctness-by-Construction approach. Starting with a specification, the open-source

tool supports CbC developers in refining a program through a sequence of refinement steps and

verifying the correctness of these steps using the theorem prover KeY [34].

9.1.2 Benchmarks. We choose the example programs in the baseline [54] and 164 benchmarks

in the HumanEval dataset, widely used in evaluating code generation [18, 47, 62]. Besides, to test

the correctness and robustness of the generated code, we adopt the EvalPlus [41] dataset with
the same 164 benchmarks but has an average of more than 80 times the number of origin test

cases to test the robustness of the generated code. We adapted the formal specifications from the

Bigcode Project [8], which includes 18 programming languages for the origin 164 problems in

the HumanEval dataset. The dataset contains the golden codes to solve the problem, which does

not contain complex program language features beyond our language 𝐿𝑝𝑙 . These golden codes
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Model LLama3 GPT-3.5 Claude-3 GPT-4 Refine4LLM

Input Specification NL NL NL NL NL+ FS FS

HumanEval Passed 125 126 136 145 148 150
EvalPlus Passed 116 116 126 128 142 150

Table 6. A comparison of Refine4LLM and popular LLMs on the number of generated programs that passed
the test cases in HumanEval and EvalPlus 164 benchmarks. NL means natural language inputs, and FS means
formal specification inputs.

can be used to validate the correctness of the formal specifications. We manually check all the

specifications in the dataset, which is necessary for establishing correctness criteria in any case

and should not be a hurdle for program verification.

9.1.3 Implementation. We implement our approach based on Coq [6], CoqHammer [21], and

GPT-4. The automatic verification is based on the open-source automated reasoning tool called

CoqHammer. We follow the CoqHammer to incorporate four automated theorem provers, including

cvc4 [7], vampire [40], Eprover [56] and Z3 [22] to facilitate the automation of verification. We

input informal and formal specifications to the state-of-the-art LLM - GPT-4 to generate the code

snippet and test in the test case. We choose GPT-4 as the base model of Refine4LLM and use

instruction tuning [67] to customize the LLM with classic refinement examples from [44] and learn

the extended version of the refinement calculus. Since our 𝐿𝑝𝑙 language only contains the most

common language constructs in popular imperative languages, there’s a straightforward translation

from 𝐿𝑝𝑙 to, e.g., python. We then evaluate the converted Python program against the test cases

following the Evalplus framework. The artifact is available online [3].

9.2 Experiment Results
In this section, we present the outcomes of our experiments, detailing the performance of Re-

fine4LLM. The analysis aims to provide insights into the effectiveness and limitations of the

approach under investigation.

9.2.1 RQ1: Performance of Program Generation. Table 6 shows the evaluation results on the Hu-

maneval benchmarks. We choose the state-of-the-art LLMs include LLama3 [53], GPT-3.5, claude-

3 [30] and GPT-4 as our baselines. The baselines’ results follow the work [41]. The numbers in

Table 6 indicate how many generated programs passed all the test cases in the datasets. EvalPlus

has the same number of programs as HumanEval but more test cases for each program. Therefore,

if a program has bugs, it may pass HumanEval but fail EvalPlus. Since LLM-generated code may

contain bugs, EvalPlus generally reduces the pass rate on pure LLMs [41]. However, our method

ensures correctness by design; thus, our pass rate does not drop, which is the key point of the

comparison and represents a qualitative leap in improvement.

We add experiments to the GPT-4 that incorporate the formal specifications with the natural

language descriptions because GPT-4 is the state-of-the-art model among all other LLMs. With only

the natural language descriptions as input, GPT-4 shows the best overall performance of all the

LLMs. We further analyze the error situation of the GPT-4 and Refine4LLM. GPT-4 may generate

a program that passes all EvalPlus test cases, but our method can’t because some code can’t be

verified. However, if we add more test cases, the LLM-generated programs may fail. By contrast,

programs generated by our method can pass as many test cases as one can devise. In detail, GPT-4

sometimes ignores some exceptional cases like negative numbers or zero, which also interprets

the experiment result that incorporating formal specifications enhances the GPT-4 since formal

specifications contain helpful constraints.
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Metrics # Refinement Steps Proof Time(s)

Approach CorC Initial Refine4LLM CorC Initial Refine4LLM

Linear Search 5 5 4 0.4 0.2 0.1

Max Element 9 10 5 1.2 1.0 0.2

Pattern Matching 14 16 8 54.9 35.8 24.5

Exponentiation 7 7 5 15.2 14.4 10.4

Log Approximation 5 5 4 42.7 22.9 20.1

Dutch Flag Sort 8 9 5 5.7 4.3 4.1

Factorial 5 5 3 3.6 1.5 0.4

Table 7. A comparison of Refine4LLM and baseline CorC on classic program refinement problems. initial
means the Refine4LLM system before the extension of the law. # Refinement Steps represents the number of
steps required to refine the specification. Proof Time(s) measures the time taken to prove the correctness.

9.2.2 Failure Analysis. In the case of EvalPlus benchmarks that Refine4LLM failed to solve, we

categorize the failures into three specific reasons with detailed explanations and promising direction

for future improvements.

Complex Specifications. Eight problems have too complex specifications that Refine4LLM can not

split and refine the specifications effectively. This complexity can arise from intricate mathematical

conditions, nested logical expressions, or requirements that involve sophisticated relationships.

For example, three problems in the Humaneval dataset involve parentheses matching, which may

contain the subspecifications of a balanced pair of parentheses and non-overlapping parentheses.

Some specifications are hard to refine without domain-specific knowledge requirements. One

possible solution is to allow the user to define the domain-specific helper functions and include

axioms or lemmas about their properties to guide the LLM and Refine4LLM.

Fail to Verify. Three problems fail to generate verified code due to the failures in the program

verification. The automatic theorem prover may be unable to verify the generated code and the

proof obligations due to limitations in its reasoning power or incomplete knowledge about the

domain. We may use LLMs to suggest potential lemmas, auxiliary invariants, or transformations

that could simplify the proof obligations. Besides, Refine4LLM also allows the user to check the

proof failures and include axioms or lemmas to guide the theorem prover.

Lack of Laws for Some Data Structures. Three problems contain special data structures that

Refine4LLM can not generate and verify the associated code. The system lacks built-in support for

some special data structures, such as dictionaries or graphs, that are used in some problems. Our

future work will extend the refinement calculus to support more complex data structures.

9.2.3 RQ2: Performance of Program Refinement and Verification. Table 7 shows the evaluation

results on the example programs in the CorC baseline [54]. Since the baseline is not automated,

we assume the user has completed all the refinement steps. Across all algorithms, Refine4LLM

generally has fewer refinement steps and lower proof times than the CorC and Initial variants,

which only contain the core refinement laws. The variability in refinement steps and proof times

across different algorithms suggests differing complexity levels and optimization challenges. Due

to their inherently complex nature, algorithms like pattern matching and log approximation may

benefit more from advanced laws and optimizations. The experiment shows a significant difference

in proof time for complex algorithms with Refine4LLM taking much less time than CorC and Initial.

9.2.4 RQ3: Performance of Refinement Library. Table 8 compares two scenarios: one our Re-

fine4LLM and the other without any program-refined library based on the top-down splitting

and bottom-up refining algorithm. We extract 50 examples from the HumanEval benchmarks
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Model No Library Refine4LLM

#Refinement step 21.4 5.6

Refinement time(s) ∼514 ∼275
Proof time(s) ∼215 ∼87
Fall-Back rate(%) 26.87 9.45

# Program size 41.3 14.1

Pass rate(%) 52 82

Table 8. A comparison of Refine4LLM and a variant without the library of program refinement on EvalPlus
benchmarks. Fall-back rate means the LLM fails to generate the code and falls back to the last specification. #
Program size represents the number of lines generated.

that contain more than two sub-questions. We design the comparison with a maximum allowable

duration of 600 seconds for the program refinement process. The top-down splitting of speci-

fications has dramatically reduced the number of refinement steps required—from 21.4 to 5.6—

and has decreased the refinement time from approximately 514 seconds to about 275 seconds.

Additionally, the program size decreases with Refine4LLM, illustrating that bottom-up refining

yields more compact programs in the libraries. Moreover, the library’s modular verification not only

reduces proof time but also decreases the fall-back rate of the LLM. This indicates that Refine4LLM

effectively guides the LLM in generating accurate code that meets the constraints and refines the

specification. Overall, Refine4LLM significantly enhances program refinement by incorporating

the library, which simplifies the process and enhances both reliability and success rates.

9.2.5 RQ4: Ablation Study. We have conducted an ablation study to evaluate the impact of the

extended laws and instruction fine-tuning on the performance of Refine4LLM by removing these

components and measuring the effect on key metrics in the EvalPlus benchmarks. For the version of

core law, we use the original version of GPT-4 without any extended refinement laws or instruction

fine-tuning. In each interaction with GPT-4, we only give the core refinement laws to get the answer

of the law selection and the code. For the extended law version, we further give all the refinement

laws in each interaction. For the instruction tuning version, we apply instruction tuning to the

GPT-4, which will be tuned on the dataset of refinement problems and relevant instructions about

the core refinement laws.

The ablation study results shown in Table 9 indicate that both instruction fine-tuning and

extended laws impact the performance and efficiency of Refine4LLM in distinct ways: Without

instruction fine-tuning, the system’s performance drops, and refinement time increases because

the LLM is more likely to select inappropriate laws or require multiple iterations to identify the

correct refinement approach. As a result, Refine4LLM struggles to generate correct code or to

effectively refine some complex specifications, leading to more manual intervention and potential

verification failure to complete the refinement. On the other hand, the refinement process takes

longer in the absence of extended laws due to the need for additional refinement steps and iterations.

Refine4LLM requires more interaction with the LLM and failure feedback loops before arriving at a

valid solution.

Setting Pass rate(%) Refinement time(s)

Core Law 87.8 305

Extended Law 87.8 261

Instruct Tuning 91.5 234

Refine4LLM 91.5 215

Table 9. The Ablation Study Results.
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// pre: (N:float)(e: float) := N >= 0

/\ e > 0

// post: (x:float)(y: float) := x*x <=

N < y*y /\ y <= x+e

N, e = input ()

# LLM selects Sequential Composition

Law

// pre_1 := N >= 0 /\ e > 0

// post_1 := x*x <= N < y*y

# LLM selects Assignment law

x = 0

y = N+1

# verify pre_1 -> post_1(x := 0; y :=

N+1)

// pre_2 := x*x <= N < y*y

// post_2 := x*x <= N < y*y /\ y <= x+e

# LLM selects Iteration law: Inv(pre_2

) Guard (~(y <= x+e))

while y > x+e:

// pre_2_1 := pre_2 /\ y > x+e

// post_2_1 := pre_2 /\ (...)

# LLM selects Alternation law G((x+y)/2*(

x+y)/2 > N)

if (x+y)/2*(x+y)/2 > N:

// pre_2_1_1 := pre_2_1 /\ (x+y)/2*(x+y)

/2 > N

// post_2_1_1 := post_2_1 /\ (...)

# LLM selects Assignment law

y = (x+y)/2

# verify pre_2_1_1 -> post_2_1_1(y := (

x+y)/2)

else:

// pre_2_1_2 := pre_2_1 /\ (x+y)/2*(x+y

)/2 <= N

// post_2_1_2 := post_2_1 /\ (...)

# LLM selects Assignment law

x = (x+y)/2

# verify pre_2_1_2 -> post_2_1_2(x := (

x+y)/2)

Fig. 9. The generated code of the square root algorithm with program refinement. The statements tagged
with a double slash // are the target specifications, tagged with # LLM are the LLM decisions, and tagged
with # verify are the proof obligations. The type of the variables can be extracted from the specification.

10 Case Studies
This section illustrates four problems and their associated refinement procedure. First, we give

the running code snippet of the motivation example - the square root algorithm to show how the

Refine4LLM generates the verified code with proof obligations. Second, we illustrate the sorting

problem’s refinement procedure with the bubble sort algorithm and quick sort algorithm to show

how the extended laws benefit program refinement. Thirdly, we present the program refinement of

the prime factorization problem to show how Refine4LLM splits the complex specifications and

involves functional abstraction and modular verification. We finally show a real-world example

calledmask distribution to illustrate how Refine4LLM formalizes a real-world problem and generates

the program with the recurrence relation and the dynamic programming algorithm.

10.1 Square Root Algorithm
We show how Refine4LLM generates the program to solve the motivating example in Figure 9.

The statements tagged with a double slash // are the target specifications, tagged with # LLM are

the LLM decision, and tagged with # verify are the proof obligations. The proof obligations are

the proviso condition to apply the associated refinement law. Note that we removed the iteration

termination condition in (...) for a concise presentation. In detail, the LLM first sequentially splits

the original specification into two parts. Informally, the first specification defines 𝑥 , 𝑦 such that

𝑥2 ≤ 𝑁 < 𝑦2, which can be implemented by assignment. Note that the assignment of 𝑦 needs

to satisfy the constraints in the postcondition of the specification, that is, 𝑁 < 𝑦2, eliminating

the possibility of bugs of LLMs like 𝑦 = 𝑁 . The second specification preserves the invariant

𝑥2 ≤ 𝑁 < 𝑦2 and makes the variants 𝑥 , 𝑦 closer until 𝑥 + 𝑒 ≥ 𝑦, which can be implemented

with the iteration. The invariant, the guard condition, and the variant can be extracted from the

specification. The LLM uses the alternation law to add another constraint and reduces the distance
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Fig. 10. Bubble sort algorithm with program refinement and the generated pseudo-code. The type of the
variables can be extracted from the specification. The generated pseudo code can be translated to a domain-
specific language with the formal specification.

between 𝑥 and 𝑦 to assign x or y with the mean of 𝑥 and 𝑦. The proofs, including the invariants

preserving and loop termination, are detailed in [3]. Compared to the standalone LLM-generated

code, Refine4LLM verifies the code with its associated specifications. On the other hand, LLMs

are prompted by the refinement laws and specifications. LLM selects the proper refinement law

and generates the associated code automatically. The new specification will be formally generated

based on the refinement laws by Refine4LLM after the ATPs verify the code.

10.2 Sorting Algorithm
The sorting algorithm is a classic problem in program refinement literature [14, 44]. We follow the

definition in [14] to define a new type of array called SwapList that only allows swap operations:

𝑠𝑤𝑎𝑝 : 𝑆𝑤𝑎𝑝𝐿𝑖𝑠𝑡 → 𝑛𝑢𝑚 → 𝑛𝑢𝑚 → 𝑆𝑤𝑎𝑝𝐿𝑖𝑠𝑡 (6)

Bubble Sort. We use the bubble sort and quick sort algorithms as examples to illustrate the

extensibility of our refinement framework. For the bubble sort shown in Figure 10, the specification

includes a SwapList, the length 𝑁 of the SwapList, and the postcondition that the list elements

should be sorted in ascending order. One refinement direction begins by adopting the traverse

law that initializes variable 𝑖 = 0, establishing that the sublist 𝐿[0 : 𝑖] is a sorted list. Then,

the refinement progresses by incrementally expanding this sorted list 𝐿[0 : 𝑖] to 𝐿[0 : 𝑖 + 1],
simultaneously decreasing the variant 𝑁 − 𝑖 . The traverse law can also be applied to refine the

remaining specification, highlighting the iterative nature of both integer variables 𝑖 and 𝑗 , which

iterates from a left bound to a right bound governed by constraints. Finally, LLM applies the

alternation law to compare 𝐿[𝑖] and 𝐿[ 𝑗] to guarantee that 𝐿[𝑖] is always the smallest element in

the remaining list. The traverse law, which combines the sequential composition law, iteration law,

and assignment law, shows the advantages of deriving new advanced refinement laws based on

the correctness-by-constructions [11]. The traverse law (detailed in Theorem 6.8) is derived for

traversing the array elements from one index to another. It also simplifies the proof obligation by

removing the requirement to decrease the variant. Note that the generated pseudo code can be

translated to a domain-specific language with the formal specification.
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Fig. 11. Quick sort algorithm with program refinement and the generated pseudo-code.

Quick Sort. Another refinement direction involves decomposing the original problem into smaller

but similar sub-problems, a method commonly recognized as recursion. As shown in Figure 11,

the strengthen-post-condition law divides the SwapList into two parts, where the elements in

the first part are less than or equal to 𝐿[𝑘] and those in the second part are greater or equal to

𝐿[𝑘]. Each part is then sorted independently. The base situation is one-element sorting, which is

trivial. The associated proof obligation for applying the strengthen-post-condition law involves

demonstrating that these three new postconditions imply the original postcondition, which can

be proved by structural induction. Further refinement seeks to disentangle the quantifiers 𝑖, 𝑗

with the strengthen-post-condition law again and prove that the new postcondition can imply

the original postcondition. The traverse laws can be applied with the invariant that 𝐿[𝑖] ≤ 𝐿[𝑘]
and 𝐿[𝑘] ≤ 𝐿[ 𝑗] should be preserved when 𝐿[𝑘] changes. The algorithm will traverse the variable

𝑗 with the invariant ∀𝑖 (𝑙 ≤ 𝑖 ≤ 𝑘 → 𝐿[𝑖] ≤ 𝐿[𝑘]) ∧ ∀𝑝 (𝑘 < 𝑝 < 𝑗 → 𝐿[𝑘] ≤ 𝐿[𝑝]). Then, the
LLM generates the code to initialize 𝑘 = 𝑙 ; 𝑗 = 𝑘 + 1 to satisfy the invariant and then assign 𝑗

with 𝑗 + 1 to decrease the variant 𝑟 − 𝑗 . Finally, the LLM uses the alternation law to compare the

𝐿[𝑘] and 𝐿[ 𝑗], similar to the bubble sort algorithm. The key difference is to reorder the sequence

𝐿[𝑘], 𝐿[𝑘 + 1], 𝐿[ 𝑗] in the ascending order to preserve the invariant. If 𝐿[𝑘] > 𝐿[ 𝑗], then after

swapping the value of 𝐿[𝑘] 𝑎𝑛𝑑 𝐿[ 𝑗] and the value of 𝐿[𝑘 +1] 𝑎𝑛𝑑 𝐿[ 𝑗], the new sequence will be in

the ascending order. The swap operation for the list here is just a value swap, but we acknowledge

that features such as pointers are important, and we will extend our method to consider such

features, e.g., through separate logic, in future work.

10.3 Prime Factorization Problem
Functional abstractions are a common way for programmers to manage complexity. The program

refinement specification naturally defines a functional abstraction’s input and output. Besides, the

sub-specifications in the program refinement procedure can also be regarded as small functional

abstractions. For example, shown in Figure 12, the prime factorization problem may involve

several sub-problems: prime number problem, factor number problem, and list product problem.
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Fig. 12. Prime Factorization Problem with Program Refinement. It involves several sub-problems: prime
number problem, factor number problem, modulo problem and list product problem.

Refine4LLM first interacts with the user to formalize the natural language specification. The

description of the prime factorization problem is as follows:

Prime factorization is to break down the positive number into its factors until all are prime numbers.

The LLM auto-formalizes the problem with functional abstractions like IsPrime, IsFactor, and
ListProduct. Some functions in the specification may have been refined and stored in the library in

the past, and some may not. Each sub-specification has its precondition and postcondition, and they

can be split into smaller specifications like modulo until all elements defined in their preconditions

and postconditions have been refined to atomic elements in the defined language in Section 5. After

formalizing the high-level specification, Refine4LLM will first search in the library to match the

same specification and reuse the refined program if it exists. Then, a bottom-up algorithm will refine

the remaining sub-specifications, synthesize the programs, and store them in the library from the

smallest specification to the high-level specification. In this example, Refine4LLM will first refine

the smallest specification of the problem modulo 𝑚𝑜𝑑 (𝑥,𝑦), which can be used for refining the

factor number problem and prime number problem. The refined programs with the specifications

will be stored in the library and reused in future refinement.

For refining the prime factorization problem shown in Figure 12, the LLM first selects the

initialized iteration law to initialize the variable 𝑛 with 𝑁 and ListP with an empty array satisfying

the condition 𝑛 · 𝐿𝑖𝑠𝑡𝑃𝑟𝑜𝑑𝑢𝑐𝑡 (𝐿𝑖𝑠𝑡𝑃) = 𝑁 . Secondly, the LLM selects the alternation law with the

condition IsFactor(i,n). Although the condition ignores the IsPrime(i,n), it can be proved that:

𝐼𝑛𝑣𝑎𝑟𝑖𝑎𝑛𝑡 ∧ 𝑖𝑠𝐹𝑎𝑐𝑡𝑜𝑟 (𝑖, 𝑛) → 𝑖𝑠𝑃𝑟𝑖𝑚𝑒 (𝑖) (7)

The intuitive proof is that if 𝑖 is not a prime, there must exist 𝑘 such that 𝑘 is less than 𝑖 and 𝑘

is a factor of 𝑖 . Because 𝑖 is a factor of 𝑛, and 𝑛 is a factor of 𝑁 , 𝑘 will also be a factor of 𝑁 . This

conclusion contradicts the invariant that all factors of 𝑁 that are less than 𝑖 have been considered

and put into the 𝐿𝑖𝑠𝑡𝑃 , which means 𝑖 must be a prime number if it is a factor of 𝑛. It is a non-trivial

resolution for the prime factorization algorithm to reduce the time of calculating the prime number.

Finally, the LLM assigns the 𝑛 with 𝑛/𝑝 and appends the 𝑝 to the 𝐿𝑖𝑠𝑡𝑃 to preserve the invariant.

If 𝑝 is not a factor of 𝑛, the LLM will increase the 𝑝 to keep the variant 𝑛 − 𝑝 decreasing. The

generated pseudo-code is shown in Figure 13. Overall, this example illustrates that Refine4LLM

can not only utilize the flexibility and rich knowledge of the LLM to generate better algorithms but

also use the ATPs to generate verified code.
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Fig. 13. The pseudo-code of the prime factorization problem and the mask distribution problem.

10.4 Mask Distribution Problem
One challenge in applying program refinement to real-world scenarios is translating requirements,

typically described in natural languages, into formal specifications. This translation process is

often complex and can be a barrier to effectively using formal methods. However, the strength

of LLMs sheds light on auto-formalization, which is the ability to interpret and analyze natural

language. Leveraging this capability, Refine4LLM can minimize the effort required by users to

engage with formal tools, making these processes more accessible and user-friendly. By utilizing

the LLM’s proficiency in natural language processing, Refine4LLM can bridge the gap between

informal requirements and formal specifications, thereby streamlining the initial stages of program

refinement. To demonstrate this approach, we illustrate a real-world example:

One company operates N factories, each with a specific production capacity for manufacturing

masks. The company aims to distribute the masks equally between two countries, B and C, to
ensure fairness. Each factory’s production can only be assigned to one country for mask

specification differences. We need to determine whether assigning the factories is possible so that

each country receives an equal share of the total mask production.

With the description of the problem as the prompt, the GPT-4 [47] answers: To determine if the
masks from the factories can be evenly distributed to two countries, such that each factory’s output
is assigned to one country, we are effectively trying to see if the set of factory production capacities
can be split into two subsets where the sum of each subset is equal. This is known as the "Partition
Problem," which is a well-known problem in computer science.

The GPT-4 automatically formalizes the question as follows:

𝑄 (𝐿,𝑀) = ∃𝑠 (𝑆𝑢𝑏𝐿𝑖𝑠𝑡 (𝑠, 𝐿) ∧ 𝑆𝑢𝑚𝐿𝑖𝑠𝑡 (𝑠) = 𝑀) (8)

where L is a list containing each factory’s output number, M is the target number for one country,

and Q is a bool-type matrix to check whether M masks can be distributed to the front L factories.

This statement asks whether a subset 𝑠 of the list 𝐿 exists such that the sum of the elements in 𝑠

equals𝑀 . The recurrence relation is generated by the GPT-4 as follows:

𝑄 [𝑖] [ 𝑗] = 𝑄 [𝑖 − 1] [ 𝑗] ∨𝑄 [𝑖 − 1] [ 𝑗 − 𝐿[𝑖 − 1]] (9)

where 𝑄 [𝑖] [ 𝑗] denotes whether there exists a subset of the first 𝑖 elements that sums to 𝑗 and 𝐿[𝑘]
represents the 𝑘𝑡ℎ element in the list 𝐿. The base cases are ∀𝑖,𝑄 [𝑖] [0] = 𝑇𝑟𝑢𝑒 and ∀𝑗, 𝑄 [0] [ 𝑗] =
𝐹𝑎𝑙𝑠𝑒 . The recurrence relation means that if either 𝑄 [𝑖 − 1] [ 𝑗] is true (the sum 𝑗 can be achieved

without the 𝑖𝑡ℎ element) or 𝑄 [𝑖 − 1] [ 𝑗 − 𝐿[𝑖 − 1]] is true (the sum 𝑗 can be achieved by including

the 𝑖𝑡ℎ element, then 𝑄 [𝑖] [ 𝑗] should be true.) To prove the recurrence relation is correct based on
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the specification, we need to prove:

∃𝑠 (𝑆𝑢𝑏𝐿𝑖𝑠𝑡 (𝑠, 𝐿[0 : 𝑖]) ∧ 𝑆𝑢𝑚𝐿𝑖𝑠𝑡 (𝑠) = 𝑗) ↔
∃𝑠 (𝑆𝑢𝑏𝐿𝑖𝑠𝑡 (𝑠, 𝐿[0 : 𝑖 − 1]) ∧ 𝑆𝑢𝑚𝐿𝑖𝑠𝑡 (𝑠) = 𝑗)∨

∃𝑠 (𝑆𝑢𝑏𝐿𝑖𝑠𝑡 (𝑠, 𝐿[0 : 𝑖 − 1]) ∧ 𝑆𝑢𝑚𝐿𝑖𝑠𝑡 (𝑠) = 𝑗 − 𝐿[𝑖 − 1])
(10)

The left-hand side states that there exists a subset 𝑠 of the first 𝑖 elements of the list 𝐿 such that

the sum of the elements in 𝑠 equals 𝑗 . The right-hand side states that there are two possible ways to

achieve the sum 𝑗 using the first 𝑖 elements: (1) there exists a subset 𝑠 of the first 𝑖 − 1 elements such

that the sum of 𝑠 is exactly 𝑗 , or (2) there exists a subset 𝑠 of the first 𝑖 − 1 elements such that the

sum of 𝑠 is exactly 𝑗 − 𝐿[𝑖 − 1]. The users need to check the specification and the base cases, while

Refine4LLM can generate the program and perform the program refinement tasks automatically

with the extended traverse law shown in Figure 13. Note that the pseudo-code is not completed and

requires translation to a domain-specific language. The real-world example highlights the practical

application of Refine4LLM and illustrates its potential to make formal methods more approachable.

11 Limitations
This section discusses the limitations of our current approach and potential future improvements.

11.1 Formal Specification
Refine4LLM is primarily designed to assist LLMs in generating robust code, not to develop formal

specifications from scratch. It still relies on human input to provide formalized specifications, as is

common with most formal methods tools. However, LLM significantly reduces the manual effort

required for formalizing specifications and program refinement. While human involvement is

necessary for defining correctness, Refine4LLM accelerates the refinement process and ensures the

generated code adheres to the given specifications.

11.2 Law Selection and Code Generation
Refine4LLM heavily relies on the LLM’s ability to the refinement law selection and the associated

code generation. While Reinforcement learning (RL) techniques can enhance the law selection

and proof search, a complete decoupling of law selection from code generation could result in

inefficient or incorrect code generation. Besides, training a new LLM model for code generation

with RL for law selection may be resource-intensive. Instead, constraints in the specifications need

to guide the search, steering the synthesizer toward solutions that are not only correct but also easy

to verify. Ensuring efficient law selection and code generation remains a challenge, and further

improvements may also depend on the LLM’s ability.

On the other hand, we focus on generating executable and verifiable code for this work. We

mainly depend on the LLM’s knowledge to generate optimized algorithms to pass the test cases in

the specific time and space complexity requirements since synthesizing an optimized algorithm is

challenging and could be our future research direction.

11.3 Verification
One limitation of the current system is the lack of proof for loop termination in some cases. If a

refinement lacks such proof, we still consider the program partially correct. To address this, we

propose additional iterative refinement laws in Section 6 to reduce cases where termination proofs

are required since proving termination is a complex and often undecidable task. While this does

not fully solve the problem, it alleviates the need for explicit termination proofs in many cases.
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11.4 Scalability
The current implementation of Refine4LLMhas scalability limitations due to the simplicity of its data

structures and refinement laws. Its performance is tied closely to the capabilities of the underlying

LLMs and automated theorem provers (ATPs). To address this, users are encouraged to interact with

the LLM actively during program refinement by selecting appropriate laws, constructing proofs,

and verifying the program’s correctness. In future work, we will include more refinement laws like

separation logic and other complex data structures. Developing more intuitive user interfaces for

interacting with LLMs and ATPs during the refinement process could also enhance usability and

user involvement, facilitating a more interactive and scalable refinement workflow.

12 Related Work
Our work is the first to combine ideas from two areas: program refinement and LLM. Refine4LLM

builds on two core ideas from prior work: program refinement, which refines the high-level

specification into executable code in several correctness-preserving steps, and mitigating LLM’s

hallucination, which involves different techniques to guide and verify LLM.

12.1 Program Refinement
As a long-standing task, program refinement can be traced back to [26, 31, 35]. The related theories [5,

44] are based on Hoare logic and the calculus of weakest preconditions. Some recent works propose

a formalization of the refinement calculus with interactive theorem provers, such as [32] for

Isabelle, and [2, 55] for Coq [6]. The goal of the development presented in [2] is to derive imperative

programs by applying validated refinement rules in proof mode. Therefore, the final program design

entangles the intermediate refinement steps and their proof of correctness. Users must specify loop

invariants in [2]. In contrast, [55] allows the specification loop bodies as input-output relations

and uses the weakest pre-specifications instead of the weakest preconditions to compute the proof

obligations. Other works utilize refinement calculus on different applications, including [28] for

compositional modeling and reasoning about reactive systems and [39] for the development of

correct software product lines on object orientation and feature-oriented programming. However,

Refine4LLM is an automated tool that leverages the creativity of LLMs and rigorous transformation

of program refinement to provide an automatic and reliable code generator.

12.2 Mitigating LLM’s hallucination
One of the critical challenges of LLMs is their tendency to hallucinate, which refers to generating

information that is not only incorrect but often fabricated specious text. Prior works have pro-

posed multiple ways to guide and verify LLMs for mitigating hallucinations. Prompting techniques

like Chain-of-Thought [63], Tree-of-Thought [66], Graph-of-Thoughts [9] have been applied to

provide example reasoning or relevant knowledge passing procedure for LLM. [37] sketches a

self-monitoring and iterative prompting way that uses formal methods to detect the hallucination

and steer the LLM to the correct specification. [16] builds the specialized prompt based on coun-

terexamples provided by model checking and conducts code debugging and repairing based on

LLMs. [10] builds Language Model Programming (LMP) to generalize prompting from pure text

to combining text and scripting. Retrieval-based methods utilize external knowledge graphs or

databases to help correct factual errors in LLMs’ outputs [42, 69]. Some work uses multiple LLMs to

solve one problem and relies on majority voting or consensus after a dialogue among the LLMs in

natural language. Some studies use multiple LLMs to generate various data, including specifications

and test cases, subsequently assessing the consistency [1, 43]. Other approaches involve using

additional LLMs to review the output of a target LLM in a format akin to a debate [68]. Compared
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to previous methods, Refine4LLM utilizes the formal verification and refinement calculus to avoid

the hallucination formally.

12.3 Functional Synthesis
The program synthesis community has proposed many approaches for functional synthesis. Syn-

thesis based on verification like [59] is an interplay of verification and synthesis in a program that

is converted into some predicates that must hold for all inputs. Counterexample Guided Inductive

Synthesis like Sketch [58] (aka CEGIS [57]) is a form of generate and check, where a synthesizer

generates candidate programs that are checked by an off-the-shelf checking procedure. Synthesis

with refinement types [49] specifies the complex properties of a program and catches errors early,

even when the program has not been completed. The associated round-trip type checking prunes

the search space efficiently at each step, and condition abduction incrementally generates programs.

Deductive synthesis systems are generally challenging since rule selection is usually tricky. The

Spiral system [50], designed for signal processing kernels, incorporates a lot of domain knowledge

into the rules and the application strategies, enabling the fully automated transformation from

high-level specifications to implementations. [23] introduces the Fiat system built on the Coq and

leverages the automation that Coq’s tactic language to provide a high degree of automation. The

recent work [12, 29] synthesizes library functions that capture common functionality from a corpus

of programs. In contrast, Refine4LLM builds high-level refinement laws of synthesizing the program

to guide and verify the LLM since the LLM has great capability for code generation.

12.4 Reinforcement Learning
Several approaches have explored the intersection of reinforcement learning (RL) and formal

methods, particularly in proof search and law selection. For instance, Chen et al. [17] applied

RL to learn heuristics for applying rules in relational verification, demonstrating the potential

for RL to guide complex decision-making processes in formal verification tasks. Additionally,

traditional synthesis techniques have often been employed alongside RL techniques. [19] introduces

Model Predictive Program Synthesis (MPPS), which utilizes program synthesis to generate guiding

programs for program synthesis guided reinforcement learning automatically. Meanwhile, [65]

formulates program synthesis as a reinforcement learning problem and proposes a novel variant of

the policy gradient algorithm that incorporates feedback from a deductive reasoning engine. Such

hybrid methods offer a way to avoid costly repeated interactions with a language model, as RL can

learn efficient rule-application patterns through trial and error. However, the core challenge of

program refinement is verifiable code generation. Whether the selected law is applicable depends

on the code generation ability, but training a new LLM with RL is resource-intensive. Therefore,

Refine4LLM that interacts with the state-of-the-art LLM offers a more approachable solution.

13 Conclusion
We have presented a tool called Refine4LLM for mostly automated generation of verified code with

LLMs, Coq, and ATPs. We formally transform the specifications into code based on our refinement

calculus and LLMs. Our approach extends the formal refinement calculus and builds active prompts

to the LLMs. Refine4LLM uses ATPs to verify the refinement condition and the code based on the

specification. Our experiments show that our method can more efficiently generate more robust

and correct code than the state-of-the-art LLMs.
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